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Abstract: Features are measurable properties and used to classify patterns. When a feature set is large, we have to 
select a small feature subset, since the large feature set needs much computation time and has the problem of curse-
of-dimensionality: when the dimensionality of feature set increases, the required sample size grows exponentially to 
train a classifier. Feature selection consists of two main procedures: subset generation and evaluation. The number 
of subsets grows exponentially when the number of set members increases. So, usual heuristic search methods are 
applied to generate subsets. Evaluation criteria to select a feature subset have been related to the training data. Such 
characteristics include relevance and redundancy with classes. But classifying new unseen patterns accurately is 
more important than classifying the trained data, which is called generalization capability. An improved feature 
selection method is proposed to improve the generalization capability. It uses wrapper-based feature selection and 
uses support vector machine as the wrapper. The experimental results show that the proposed method can reduce 
feature size and can improve the generalization capability. 
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636] (ISSN:1097-8135). http://www.lifesciencesite.com. 88 
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1. Introduction 

Features are measurable properties such as 
weight, height, and number of blobs, etc. They can 
help to discriminate classes or patterns. Good 
features such as having small within-class variance 
and large between-class variance have great 
discriminatory power. But finding or developing such 
features are very difficult and requires experts. So 
usually we extract features as many as possible. Then 
we can select the optimal feature subset. The reason 
why we have to select a small feature subset is 
because of the curse-of-dimensionality; when the 
dimensionality of feature set increases, the required 
sample size grows exponentially to train a classifier. 
Large feature set also takes much training time and 
classification time. To overcome this curse-of-
dimensionality, the feature size should be small 
enough, but finding the optimal feature set is very 
difficult. So there have been many researches to 
select a feature subset from large feature set (Mark 
and Geoffrey, 2009; Luis et al., 2002). 

Feature set evaluation methods are divided 
into filter-based and wrapper-based (Ron, 1997; 
Wang 1999). Filter-based methods evaluate feature 
set independent of classifiers. To evaluate a feature 
subset, they analyze the relationship between the 
feature subset and a class. For example, when some 
features don’t appear in a class and then the features 
have no relationship with the class. However the 
absence of the features doesn’t mean that the class is 
not the wrong class. Ron (1997) defined that a feature 
is relevant: if we remove the feature, the probability 
of being the class changes. Filter-based methods 

inspect this relevance between features and classes. 
They also remove redundant or irrelevant features. 
Their execution time is fast since they don’t use 
classifiers but the results of a specific classifier can 
be not good if the methods are not well suited to the 
classifier.  

As figure 1 shows, wrapper-based methods 
evaluate feature subset using the target classifier. The 
classifier is trained using the training data. To 
evaluate the feature subset reasonably, k-fold cross 
validation is used usually. Since they use the target 
classifiers, the classification results of the test data 
are fine, but they take much time for the training and 
execution of the classifiers. This research uses the 
wrapper-based method and studies a method to 
relieve the training time problem. 

Evaluation criteria to select a feature subset 
have been related to the training data (Qinghua, 
2010). But classifying new un-trained data accurately 
is more important than classifying the trained data, 
which is called generalization capability. A feature 
selection method is proposed to improve the 
generalization capability 
 
2. Wrapper-based Feature Selection 

Feature selection starts by generating a 
feature subset. When the cardinality of the feature set 
is d, the number of the feature subsets is 2d. So 
searching all subsets requires exponential time as d 
increases. Thus various heuristic search methods 
have been suggested such as sequential forward 
selection, sequential backward selection, plus-L 



Life Science Journal 2014;11(7)                                                          http://www.lifesciencesite.com 

 

http://www.lifesciencesite.com             lifesciencej@gmail.com  633

minus-R selection, bidirectional search, sequential 
floating selection (Isabelle and Andre, 2003).   

 

Figure 1. Wrapper-based feature subset selection 

Wrapper-based feature selection method 
uses cross-validation to get an evaluation results on 
the feature subset from a classifier. A training data 
(with the feature subset) is divided into k subsets and 
the classifier is trained using k–1 subsets. The 
remaining 1 subset is classified by the trained 
classifier and the result is collected. This process is 
repeated k times and the averaged value is the 
evaluation result of k-fold cross-validation. Figure 2 
shows 3-fold cross-validation. 
 

 

Figure 2. 3-fold cross validation 

 
When the largest evaluation point is 

acquired, the feature subset is selected as the final 
feature subset. The classifier is trained using all the 
training data with the selected feature subset. The 
trained classifier is used to classify unseen data. 
 
3. Sequential Forward Selection by Support 
Vector Machine 

To overcome the exponential search space, a 
sequential forward selection is applied. Let the given 
feature set as F = {f1, f2, … fn} and the selected 

feature subset as S. Figure 3 shows the proposed 
selection algorithm. 

The algorithm starts from an empty selected 
subset. At step 2, each feature in the current 
remaining feature set F are selected sequentially and 
it is added to the selected subset S and then the united 
subset S is evaluated using 5-fold cross-validation. If 
the evaluation point is highest, the subset S is 
maintained and the feature is removed from F. If the 
evaluation point is increased, repeat the procedure to 
add another feature.  

Figure 3. Sequential Forward Selection 

 
If the evaluation point is decreased, the S is 

restored by removing the added feature and the 
procedure stops. If F becomes empty, the procedure 
stops but the dimension reduction fails in this case. In 
this algorithm, the evaluation point is the most 
important. The support vector machine (SVM) is 
used to evaluate the feature subset (Cristopher, 1998). 
The SVM is also used to classify the untrained test 
data. The SVM is a well-known classifier which has 
the maximum generalization capability. Since a 
classifier which is optimal to the training data may 
not be optimal to the test data, a classifier which has 
a good generalization capability can have better result 
on the test data. The classification result of the SVM 
over the feature subset is used as the evaluation point. 

SVM can be summarized as follows. 
Training data is  

{��, ��}, � = 1, … , �. �� ∈ ��, �� ∈
{+1, −1} . 
SVM computes  

���(�) + �  
where () is a kernel function which maps x to a high 
dimensional space.  
If yi is +1,  

���(��) + � ≥ +1,  
otherwise  

���(��) + � ≤ −1.  
SVM determines w which is a hyper plane that 
separates the training data by solving following 
optimization problem. 

(1)  � =  ∅ 

(2)  Evaluate each subset � ∪ {��}, �
�

∈ � 

(3)  Select �
ℎ
 which has the highest 

evaluation point V. 
A.  � = � ∪ {��} 

B.  � = � − {��} 
(4)  If � = ∅, stop. 
(5)  If V is larger than before, go to step 2. 
(6)  If V is smaller than before, 

� = � − {��}
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min�,�,� �
�

�
��� + � ∑ ��

�
��� �, 

��(���(�) + �) ≥ 1 − ξ�, 
ξ� ≥ 0, � = 1, … , �. 

C is a constant which affects the error rate. The 
kernel function can make the non-linearly separable 
problems be solved. The most popular kernel 
function is the radial basis function (RBF) such as 

����, ��� = ����������
�

, � > 0. 

There is no general rule to set C and  , so 
one should determine them through experiments 
(Chih-Chung, 2001). By maximizing margin during 
learning, SVM improves generalization capability. 
SVM stores support vectors and weights after 
learning and restores them when testing unseen data. 
Thus SVM can classify unseen data rapidly after 
learning. The optimization problem to compute 
weights in SVM requires high mathematical 
knowledge but we can easily use publicly available 
library such as libSVM (http://www.csie.ntu.edu.tw 
/~cjlin/libsvm/) and SVMLight (http://svmlight. 
joachims.org/). 

 
4.  Experimental Results 

Experimental data in UCI machine learning 
repository are used (Bache, 2013). Two kinds of 
database is used. One is the database with small 
number of data such as ‘anneal’, ‘ionosphere’, 
‘lymp’, ‘segment’, ‘vowel’, and ‘zoo’. The other is 
the database with large number of data and large 
feature size, ‘internet-ads’. ‘anneal’ is a steel 
annealing data. ‘ionosphere’ is a radar return data 
from the ionosphere (Sigillito, 1989). ‘lymp’ is a 
lymphography provided by the Oncology Institute 
(Cestink and Kononenko, 1987). ‘segment’ is an 
image data described by high-level numeric-valued 
attributes. ‘vowel’ is a  vowel recognition data with 
context sensitive features (Turney, 1993). ‘zoo’ is a 
simple database with 7 classes of animals containing 
17 attributes. ‘internet-ads’ is a dataset which 
represents a set of possible advertisements on Internet 
pages (Nicholas, 1999). The first two rows in table 1 
and 2 describe the characteristics of the databases. 
Since they are open publicly, it is easy to compare 
our results with others. You can get the databases at 
http://repository.seasr.org/Datasets/UCI/arff/. The 
databases are reformatted to be used in WEKA. 
WEKA is a collection of machine learning algorithms 
for data mining tasks. WEKA contains tools for data 
pre-processing, classification, regression, clustering 
and visualization. Users can add their own Java code 
to WEKA (Mark, 2009).  

Table 1 shows experimental results for six 
databases. The first row shows the database name of 
the UCI repository. Row 3 and 4 show that the 
proposed algorithm can reduce the feature size of 
each database. Row 5 and 6 show that the reduced 
feature subset can improve the accuracy for the test 
data. Since the number of data is not great, 5-fold 
cross validation is used to select features and the one 
remaining data subset is used for testing the accuracy. 
The testing data is not used in the training of SVM. 
Figure 4 shows that the feature size is reduced about 
41%. Figure 5 shows that the accuracies increased 
about 14 percent point.  

For the case of training and testing 
separation, the large database, internet-ads, was 
experimented by the proposed algorithm. The number 
of data in internet-ads is 3,279 and the cardinality of 
feature set is 1,565. The database was divided into 
2,184 training and 1,115 testing data. The proposed 
algorithm reduced the feature size into 20. 

 

 
Figure 4. Experimental results of feature subset 

selection 

 

 
Figure 5. Experimental results of accuracies 
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Table 1. Experimental results  

 

Table 2. Experimental results of the large database, inernet-ads 

 
An SVM was trained using this 20 feature 

subset over 2,184 training data. The trained SVM 
classified 1,067 data accurately in the unseen 1,115 
testing data and the accuracy is 95.7%. The normal 
training and testing an SVM using full feature set 
returned accuracy of 87.9%. The proposed algorithm 
improved 7.8 percent point. 

From the experimental results we can see 
that the proposed algorithm can reduce large feature 
set and improves classification accuracy. The 
classification accuracy for the unseen data is also 
improved, which means that the proposed algorithm 
improved the generalization capability. 

To verify the generalization capability of 
SVM, naïve Bayesian classifier was experimented as 
the wrapper. Naïve Bayesian classifier is a simple 
probabilistic model from Bayes’ theorem. It can be 
trained fast and assumes independence of features. 
The feature subsets were selected from the training 
data using 5-fold cross validation as before. The 
experimental results on the test data by the naïve 
Bayesian classifier which was trained by the selected 
feature subset is presented at table 3. 

Comparison between table 1 and table 3 
shows that the size of the selected features increased 
about two times and the accuracy decreased 5.7 
percent point on the average.  

 

Table 3. Experimental results using naive Baysian classifier as the wrapper 

Database anneal ionosphere lymp 

Cardinality of selected features 21 19 17 
Accuracy with full features (%) 86.5 82.5 83.1 
Accuracy with selected features (%) 92.5 92.0 83.1 

Database segment vowel zoo 
Cardinality of selected features 13 10 15 
Accuracy with full features (%) 80.2 62.9 15 
Accuracy with selected features (%) 85.5 67.7 95.0 

 
 
 
For the large database, internet-ads, naïve 

Baysian classifier as the wrapper selected 18 features 
using the training data and the accuracy for the test 
data was 93.4%. In this case, the SVM as the wrapper 
showed 10% better accuracy.  

 
 

5. Conclusion 
When a feature set is large, selection of the 

optimal subset makes better accuracy and faster 
computation. Feature selection consists of two main 
procedures: subset generation and evaluation. In this 
paper, a sequential forward selection was applied to 
generate a feature subset and the subset was 
evaluated by the wrapper-based evaluation method. 
SVM is used as a wrapper to improve the 

Database anneal ionosphere lymp segment vowel zoo 

Number of data 898 351 148 2310 990 101 

Cardinality of full features 38 34 18 19 14 17 

Cardinality of selected features 5 7 3 11 11 10 

Accuracy with full features (%) 90.1 93.4 79.7 65.4 88.5 49.5 

Accuracy with selected features (%) 96.5 94.6 82.4 91.1 90.5 95 

Number of data 3,279 
Number of training data 2,184 
Number of test data 1,115 

Cardinality of full features 1,565 
Accuracy on training data 89.8% 
Accuracy on test data 87.9% 

Cardinality of reduced features    20 
Accuracy on training data 96.8% 
Accuracy on test data 95.7% 
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generalization capability. Experimental results on 
public database showed that the proposed algorithm 
can reduce feature size and can improve the 
generalization capability. 
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