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Abstract: This study aims to determine a special model of MLP Neural Network in controlling the movement of a 

moving object (e.g. an Automobile) Controlling the movement of an automobile means moving it in a specified path 

with the ability of controlling two following parameters:1)Steer, 2) Speed The main idea of this work comes from 

that as the moving object locates in the turns of a path, it has to reduce its speed preventing from departure from the 

path. On the other hand, the more displacing from zero degree, the more decrease in the speed is required. Accepting 

the mentioned logic, the outputs (Speed and Steer) have different behaviors and can hardly be determined by a 

single Neural Network. In such situations, a normal MLP Neural Network includes a hidden layer with a sigmoid 

activation function. The best of sigmoid activation functions is Hyperbolic Tangent Sigmoid (known as TANSIG in 
MATLAB), and the output layer includes linear activation functions. The new idea is differing the activation 

functions of the output layer‟s Nodes. This change in functions must include this logic that speed must increase as 

the path is straight and must reduce as the path faces a turn. If the first layer of the Neural Network determines the 

degree of turn in the path, the second layer must determine the speed of the moving object and the steer. As the turns 

of the path changes to either of the sides (Right or Left), the steering must change value to one of these sides as the 

speed reduces anyway. For this reason, the speed‟s activation function has to generate the maximum in the middle of 

its values and should also reduce its value by moving to the sides, as the steer‟s activation function remains linear. 

For aiming this goal, the Gaussian activation function for the speed control is advised. The goal of this study is to 

design such Neural Network and survey its results. 
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1. Introduction 

An artificial neural network is able to analyze 

and learn patterns and use this learning in acting with 

the least difference from desired action in different 

kinds of situations. A human brain is made of 1011 

nodes connecting to each other with connection 

terminals named dendrites. Each node can be 

connected to one or more other nodes. These 
connections can be in single or double directions. 

The transportation of data is done by 

electrochemical discharging of a node. The 

electrochemical signal is transported through the 

dendrites to the other nodes and human body‟s neural 

network. Changing the value of this discharge is 

called learning. When the human starts learning some 

act, the value of the electrochemical discharges will 

change in continual loops to reach an optimal value. 

This act of learning can be simulated with some 

blocks as the nodes connecting to each other in an 
apparent order. The value of electrochemical signals 

can be simulated as a gain of connection of these 

blocks. These gains are called “Weights”. In learning 

process, there are these weights that change and when 

they reach an optimal value, the neural network has 

been trained. A simple Multi Layer Perceptron 

(MLP) artificial neural network is shown in figure 1. 

In a MLP nodes are separated in different 

layers, connected to all nodes in the neighbor layer. 

In each layer on each node, we have an activation 

function which acts on the input value of each node. 

 
Figure 1. A three-layer artificial neural network 
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The transportation of data is done in a single 

direction from the first layer at the left to the last at 

the right. The input value of each node is the 

summery of the values of all connections going to 

that node. 

2. Problem definition 
In learning how to control a moving object, there 

are several elements to be mentioned. The image of 

the path already contains most of the data needed to 

analyze the path and finding the rules of control. 

Viewing the path, the driver can decide how much to 

steer or how much to accelerate or decelerate. 

The above mentioned two elements are called 

“movement elements” which are used in a complete 

movement controlling process of a moving object. 

An image from a path either contains details and 

useless information. The controlling system must 

usually abandon these details or we can say that the 
controlling system should filter the noises of the path. 

For teaching the Neural Network to control this 

object, some patterns of movement should be taken, 

so by learning these patterns the artificial Neural 

Network would be able to learn how to control the 

object. After training the Neural Network, we can use 

the learned weights on the same MLP to control the 

object‟s movement. 

The inputs of MLP Neural Network would be the 
images from the path and the output would be the 

movement elements. 

The problem is that the nodes on the output layer 

of the MLP Neural Network contain two different 

activation functions which have to be formulized 

separately. 

3. Architecture of the Neural Network 

The Neural Network designed for the specified 

reason mentioned above, is similar to a normal MLP 

Neural Network. Only the activation function in the 

one of the output Nodes is changed from the linear 

function to Gaussian activation function.  
Figure 2. shows a schematic model of such 

Neural Network. 

 

 
Figure 2. Architecture of the Neural Network 
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4. Training method 

The training method, usually used for multi 

layer Perceptron artificial neural networks is Back 

Propagation of Errors (BPE). The main goal of BPE 

algorithm is to minimize an error function and adjust 

the parameters of the artificial neural networks. This 
error function is as written below: 
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Where M shows the output layer, N 

indicates the number of nodes in the output layer, di 

is the value of the desired ith output where diM is the 

actual ith output of the neural network. 

For adjusting the weights of the network, the changes 

in the value of Wijk must be in the way of reduction 

of the value of the error function Jg. 

Wijk-new= Wijk-old +∆Wijk 
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Where ηl is a positive value in the range of (0 1) and 

is called learning rate. There would be: 
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Now defining a new value δjk as below: 
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Therefore the change in value of Wijk would be: 
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This way the error function of the network will 

reduce in loops until there would be small changes in 

the network‟s weights. In this case the neural network 

has learnt the logic of the problem and the trained 

weights can be used for giving outputs for some new 

inputs other than patterns. 

 

4.1. Weight adjustments with Gaussian activation 

function. 

The weight of a connection is adjusted by an 

amount proportional to the product of an error signal 

δ, on the unit k receiving the input and the output of 

the unit j sending this signal along the connection: 
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If the unit is an output unit, the error signal 

is given by 
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Take as the activation function F the „Gaussian‟ 

function as defined 
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such that the error signal for an output unit can be 

written as: 
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The error signal for a hidden layer is 

determined recursively in terms of error signals of the 
units to which it directly connects and the weights of 

those connections. For the Gaussian activation 

function: 
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5. Results and Comparison 

After the network has been trained, in order to 

evaluate the results and reaction of the trained Neural 

Network to a new input, some new images from the 

path were given to the network. Table 1 shows some 

of these images indicating the actual and desired 

outputs of the network.  
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Table 1. 5 examples for the images of the path and the Neural Network‟s results 

 Speed Steering Input Picture No. 

Desired 

Value 
43 -1.5 

 

1 

Actual 

Value 
44.56 -1.34 

Desired 

Value 
57 0.1 

 

2 

Actual 

Value 
55.81 0.11 

Desired 
Value 

51 0 

 

3 

Actual 

Value 
53.23 0.01-  

Desired 

Value 
68 0 

 

4 

Actual 

Value 
65.02 0.02 

Desired 

Value 
43 -5.2 

 

5 

Actual 

Value 
44.79 -4.98 

 

As can be seen in the table, the trained MLP 

Neural Network has an acceptable result in steering 

and speeding. Table 2 indicates the errors of the 

values shown in table 1. 
 

Table 2. Errors in the patterns shown in table 1 

 

The results show that in steering, the more the 

steering is required, the more error will occur but the 

speed results follow no logic and they have 

acceptable error values.  
 

6. Conclusions 

It has been determined throughout the present 

research that a Neural Network of the simple Multi-

Layer Perceptron type with 2 layers and a Gaussian 

activation function in the output layer on the Node 

which indicates the speed parameter is a better choice 

to be employed to take control of the movement of a 

moving object in a specified path.  

Percent of the Speed 

error 

Percent of the steering 

error 
No. 

1.95 1.6 1 

1.5 0.1 2 

2.8 0.1 3 

3.7 0.2 4 

2.2 2.2 5 
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In further expansion of this project, the 

comparison of the different Neural Networks will be 

determined. 
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