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Abstract: Hybrid methods are important recent approaches for studying uncertainty of concepts and decisions in
information systems. For example, combining rough sets and fuzzy sets, rough sets and genetic algorithm, rough
sets and topology among other approaches. In this work, we introduce the notion of relative double sets and give
examples and investigate some of its properties and characterizations. The suggested type of double sets is
constructed using information system and is connected with uncertain concepts in information systems. The class of
relative double sets related to a decision set in decision systems is used in finding more accurate approximations for
uncertain concepts in general and specially for decision sets. Consequently, decision makers and takers can have
new choices for more accurate decisions.
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1.Introduction accuracy of approximation for uncertain concepts in
Decision making and taking under uncertain general and specially decision concepts.
information is a problem of key importance when This paper is organized as follows: article 1 is
dealing with knowledge from real situations. concerned with basic concepts of double sets . 2 is
Obtaining the precise numbers required by many devoted to give a detail account on principals of rough
uncertainty handling formalisms can be a problem set concepts. In 3 . we introduce the concept of
when building real systems. Many theories for relative double sets and give examples for this
reasoning under uncertainty exist , the oldest concept. The notion of relative double sets in
formalism for reasoning under uncertainty is information systems is investigated and its importance
probability theory, which, according to Shafer [14] for increasing accuracy is discussed.
was founded by Pascal and Fermat in an exchange of L.Preliminaries
letters in 1654. Over the subsequent 340 years the This introductory article is considered as a
theory has been well defined and its capabilities background for the martial included in this paper.
extensively explored, so that the rules for propagating 1. Double Sets:
values are established without question, and may be In this section, we state the basic definition of
found in any textbook on probability (for instance double set and we sate the properties of double sets,
[8]). The theory of rough sets allows us to handle the quasi — coincident relation in the sense of double
uncertainty without the need for precise numbers, and set theory .
so has some advantages in such situations. Definition [3].
In past several years of 21, rough set theory (see Let X be a non empty set.

[9, 10, 11]) has developed significantly due to its wide
applications. Various generalized rough set models
have been established and their properties or Az)e P(X)x P(X)
structures have been investigated intensively (see [5,
6, 7, 12, 13]). One of the interesting research topics in

a) A double set & s an ordered pair ( 4 ,
such that Al S A2.
b) The family of all double sets on X , will be

RST is to modify this theory via topology (see[1, 2]). denoted by D( X ).

Another new of research related to RST is the ie D)= {(4,4,): (4, 4,) € P(X)x P(X), 4, gAz}'
hybridization of this theory with fuzzy set theory V4 .
(see[15]) and other theories of uncertainty to the best ¢) The double set # =( X , X ) is called the
of our knowledge, hybridization of RST and double universal double set,
sets did not take the suitable interest of researches the d) The double set = (P, ?) is called the empty
purpose of this paper to introduce an approach for double set.
hybridizing RST and double set theory to increase the We introduce the following example:
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Example: Let X ={a,b,c;

(8,0).(4.{a)). (al. {ah). (8. b)), (0L ), (8. {eD. (el feh,
(¢.4a,0). ({a}. {a. b)), (o} a. b)), ({a. b} {a, 6. (8. {a. .
Then D(X) =1 ({a}{a, . ({a, e} {a, e, (epda, e, (8, b, ). (b} b,
(e} {b.ch. (b.c} (b, e, (¢, X), (la}, X). ({1}, X), (e, X))
(fa. b}, X),({a, c}, X). (b, ¢}, x). (X, X)
;l;he()ﬂx has n elements Then {DB Bc X} is a partition for D(X).
ie|)(|= n  then |D(X)=3" N D(X) = BLCJXDB . ‘D(X)‘ZEX‘DB‘
Proof: s (X)={(4,B): 4 c B} . ,={#.9)1=|D,|=1
Put Dy = {(A’B): Ac B} for everyB = X. Roting that ‘ ‘
X (Y B (o S
Dy =A@ wx, (bbb, G b, §) Qe o )
= M) = (ij =
D (x)]=1+ (TJz + (ijz + (ZJF T (:Jz = (1+2)" =
Definition[3]. Let A= 42y B-(Bi Brye p Proposition 3] If = (4 42yeD (X ), then:
(X ). Then: Xy
a) AP irandontyit 4 SBi i-1n a- xz 600;: X Ejz
- 1 X 1
b) O_F ifand only if 4_Bi 1, b . © EA '
o OCUﬂ:(AlUBI’AzUBz) - Mgl xgdy
=X
d) aﬂﬂ:(AlﬂBl’AzﬂBz) i Nled %ea
9 a\ﬁ—(A \BZ,A \B)
. A A€ Definition[3]. Two double sets & and B are said to
f) o = , 1 )Wherea is the

complement of a
Definition [3]. Let X € X . Then the double sets
Xy

=P 4%

and 1= ({X}, {X}) are said to be double points in
X.
The set of all double points of X will be denoted

by Xp

1
.l.e. XP:{xl: XGX,tZZ,I}.
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be quasi- coincident, denoted by & Q s , if
AlﬂBZ¢¢OrAanI¢¢'

o _15 not quasi-coincident with s , denoted this by
aQF i

4, NB,_¢p and 4, N B _¢p
Theorem [3]

Leta,ﬂ,y,x’,yrED(X).Then:
aQB=aNB=?
aQﬂiff x’Qﬂ,forsomex’Ea.

a)
b)
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0 aéﬂ@agﬁc.
B 1

d) x;t_)’:>xtor foreveryr,te{gal}-
o szaQXzeac,

o 1
h szer>x¢yorx=y,t=r=E.
x[_Q Vi X2 andt+r>1.
h) a9 a
) agﬂiffxtg & implies x[Qﬂ'
p o aUrn@any
K a@ﬁgygﬁ:aéf
1 xzé(aUﬁ)C?’xlé
a/\xzéﬂ,

Definition[3] Let 771, . < p (X ). The double

g)

product of M and 72 is denoted by ' x M2 and
is defined by
T x 772:{(A1’A2)€ T x M. 4 < Az}'

Definition [3] Let 7S D(X)

, then all first
component of Tis denoted by 7, (17) and all second
component of 7 is denoted by 7,(17) de
() = {Al cX:(4,4)e 77}
70, () = {Az cX:(4.4)¢€ 77}

Definition [4] Let X be a non- empty set. Then a
nc D(X)

and

family is called a double topology on

X ifit satisfies, the following axioms:

2) p=(p.0), X=(X,X)en
b) Ifﬁaﬁeﬂ’thenﬁmﬁeﬂ
Ud, en

,then s<S .

The pair (X.7) is called a double
topological space (DT-space, for short). Each

o piAiseSien

member of 77 is called an open double set in X.
The complement of an open double set is called a
closed double set. A double topological space is

called a double stratified space if 1" contains the
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double set (¢, X) . For any 4 e D(X) , the
DCl A or

double closure of 4 is denoted by

and defined
={B:Ben‘and 4 B}

by

FNRN

Also, the double interior of 4 is denoted by

0
Dint A or A and defined

A°=U{B:Benand Bc 4}

by

2.Basics of Rough Sets[9]
Consider the following information system

U a |a, | a,| D={d}
X, 312 (2 |1
X, 2 |2 |2 o
X, 2 |2 |2 |1
X, 1 1|2 o
X, 2 |1 1|1
X 301 1 ]o

1- Using the above information system , the relation
IND(C) ={(x;,x,) U?|VaeC,a(x,)= a(x;)}

defined on U

is

IND (C) = { (xl,xl), (xzaxz )a(x2’x3 )a
(x3ax2)’(x3’x3)’ (x47x4)a (x5 ’xs)a
(%5, X6)} )

The partition (elementary set) induced
by IND(C)

[x.]c ={x, €U |(x,,x;) € IND(C)}
The set of all partitions (elementary set) induced

byIND(C) is:
U/C={{x 3,00, %0, 41 s b, 164} 2.

Finding the set of all partitions (concepts) induced
by

Indiscernibility relation V2(0)
IND(D) = {(x,,x,) €U | Vd € D,d(x,) = d(x,)}

IND (D) ={ (o1, x,), (21, X5), (2, X5),

(x5,%,),(x5,%,), (x5, %),
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(o3,%1), (X3, x3), (X5, X5),
(X4, %,), (x4, %,), (x4, %),
(o5, x5 ), (x5, %3 ), (X5, X5),
(x6’x2)3(x6’x4)7(x67x6)}'
The partition (concepts) induced by IND(D)
[x. 1, = {xj eU| (xi7xj) € IND (D)}
The set of all partitions (concepts) induced by
IND(D)

The set of all partitions (concepts) induced by
IND(D)

U/D={{x,%5, %5}, {x,,%,, X } |
Lower and upper approximations
Let X denote the subset of elements of the

IS:

. U (ie XcC .
universe ( = ). X can be approximated
using only the information contained within condition

attribute 4(4<C) by constructing the lower and

the upper approximation of the set X .

Consider the approximation of the set X in the
following figure:

—> The Universe U

The Set X

T y set

Figure (2.1):

Each square in Figure (2.1) represent an elementary
set (equivalence class) induced by the indiscernibility

relation IND(A)’ 4cC [..].

The lower approximation of the set X using the
information contained within condition attributes

A4(4c0) is the union of all elementary sets X

contained in X [..], as shown in Figure (2.2), more
ax = Jx,

formally XX

The lower approximation of the set X .

——The Universe U

The Set X

The lower
approximation

Figure (2.2):

The upper approximation of the set X using the
information contained with in condition attributes

4(A4c0) is the union of all elementary sets which

have a non-empty intersection with X [..], as shown
Ax = |Jx,

in Figure (2.3), more formally XinX=e

The upper approximation of the set X

—> The Universe U

[ |
\ | The Set X

The upper
approximation

Figure (2.3):

Positive, Boundary and Negative Region
The positive region of the set X , is the set of
these objects, which can, with certainty, be classified

in the set X (or belonging to the setX ), using the

information contained within condition attributes 4
[9], as shown in Figure (2.4), more formally

POS ,(X)=AX

Positive region of X

——=The Universe U

The Set X'

Positive
region of X

Lower
approximation

Figure (2.4):
The boundary region is the difference between

these two approximations, which contains all the
objects that can't be classified with certainty as
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belonging or not to the set X , using the information

contained within condition attributes 4 , as shown in

Figure (2.5), more formally
BN ,(X)=AX —4X
The boundary region of X .
{ { — ! f=——>> The Universe v
A \
/k - 7
’ \\ The Set X
1\ /
e —— Boundary region of X
Figure (2.5):

The negative region of X is the set of objects,
which without ambiguity, that cannot be classified in

the set X (or as not belonging to the set X ) using
the information contained within condition attributes

A | as shown in Figure (2.6), more formally

NEG (X)=U-A4X

Negative region of X .
T

B ———> The Universe U

Tt The SetX

Negative region of X

Figure (2.6):

Remark

The set X is said to be rough set if the
boundary region is non-empty [.9.].
Accuracy of approximation

Agcis

An accuracy measure of the set X in

|4X|
M (X)) ==
x| 0<u,0<1

defined as:

where ‘ ' ‘ denotes the cardinality of a set ( the
number of objects contained in the lower (upper)

approximation of the set X ).

Remark _

If X is definable in U (i.e.,AX =AX ), then
Hy (X) =1 if X is undefinable in U
(e, AX #AX ) g, (X) <15
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Example:
The sets of all partitions (elementary sets)

induced by IND(C)
X, =[x e ={x}

X, =[x1c =[x;]c ={x2,x3}'
Xy =[x,]¢ ={x4}'
Xy =[x5]c ={xs}

Xs=[xs]c = {x6}'
The sets of all partitions (concepts) induced by
IND(D)

Yl :['xl]D :['xS]D :['xS]D = {x1>x3>x5}

Y, =[x,1, =[x,1p =[xs1p =1{x;,x,, %4}

are:

Y.
1. The lower and upper approximations of '
using the information contained in condition

attribute C is:

cr, - U,
The lower approximation is: Xiet,
cy,= U «x,
The upper approximation is: Xintize
For Yl ,
CY, = X,
The lower approximation — ! UX'QYI i
Xy =) <Yy
X, ={x,x} & Yl
X,=lx) @,
X, =1{xs} < Yl
Xs={xs} « Yl

The lower approximation is the union of all
elementary  sets  contained X |, then
QY =X, UX, ={x,xs}.

It means that the lower approximation can be
with certainty classified as members of X on the basis

n

of knowledge in condition attribute C .
CcY L= U Xl
The upper approximation X;nY,2p

X, =5} Y, = x} # ¢
X, = {0} A Y, = {x ) % 6
X, ={x}nY =p |
X, =lr}nY, = {x} % ¢
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X ={xsdnY =¢
The upper approximation is the union of all
elementary sets which

have a non-empty intersection with X | then
CY, =X, UX,UX, ={x,x,,%;,%}.

It means that the upper approximation can be
only classified as possible members of X on the

basis of knowledge in condition attribute c .

Y,

For

The lower approximation is
Y, =X, U X5 ={x,,x:}

The upper approximation is

EYZ =X, UX,UX5={x,,x;,x,,x4}
3.Relative double set:

In this section, we introduce the notion of
relative double sets and give examples and
investigate some of its  properties and
characterizations.

Definition:

Let UzgYcU . Then pair (A, B) € D(U) is

a double set of U relative to Y if AcYcB .
The family of all double sets of U relative to Y is

denoted by DY ) and is given
D,(U)={4,B)e DU): ACY c B}
Example: Let U= {a,b,c,d,e}, Y={a,b,d}. Then
D,(U)={(4,B)e D(U): AcY c B}
This can be listed in the following table

by

) B=Y Bt Y {c} AN le} RAS {c,e}

P(Y)

A= (4,,8) (4,,B,) (4,,B;) (4,,8,)
Ata) (4,,B,) (4,,B,) (4,,B;) (4,,B,)
A1 (4;,B,) (45, B,) (45, B) (45, B,)
A {d} (4,,B)) (4,,B,) (4,,B,) (4,,B,)
A1a,b} (45,B,) (45,B,) (45, B5) (45.B,)
Ata:d} (4, B)) (45, B,) (4, Bs) (45,B,)
A tb.d] (4;,B,) (4;,8,) (4;,B5) (4;,B,)
A=Y (Ag,B,) (4, B,) (4, Bs) (4, B,)

Definition :
Let 77’5 S P(X) Then the direct union of

1,0 is denoted by 77]—[5 and its defined by
77]_[5 :{AUB:Aen,ﬁe5}.

Lemma 1: The family DY (U) has the following
properties:-

1) D,(U)<c D)
2) D U) =14 :(4,4) € D,U)}=P(Y)
7 (Dy (U))

3) is the discrete topology on Y
4) n(¥)=m(Dy(U)) U{U} is a topology on
U

5 1 =(rIrm)o g}
6) 7, (Dy(U)) = {Az (4, 4,) € DY(U)}

2920

7 b Y)=m,(D,U)) v {¢} is a topology on U
which is called the included set topology.

2, (Y) = [{Y }HP(Y')} u{y

)

9

D, (U) = z,(D, (U))x 7,(D, (U))
={(4,4,): 4 € 7,(D,(U)), 4, € 7,(D,(U))}

10 H Dy U)x7,(Dy(U))

is a double

topology on U.
1 U|=n, [Y|=m = |D,(U)|= 2"
12) 1If Y=U then

Dy (U)={(4,U): 4, cU}
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13) If Y=g ; then If X is definable in U (i.c., AX = AX ), then
D,U)={(¢.4,): 4, cU} m(X)=1 4y

Relative double sets in information systems

is undefinable in U
(e, AX #AX ) pon # (X)) <1

If is an approximation space , then Example:

Y, Y)e D,(U) where Y s the lower Find here all double sets relative to Y1 and Y2
o v ? . Example:
approximation of and is the wupper U= {x Xy Xay Xgs Xes X }
o Let 1272273574275 76 and let
approximation of ¥ .
Remark Y= {xl > X35 Xs } Then,

_ _ Al=¢,A2={x1},A3={x3},A4={x5}
7 (Dy (U)) = P(Y)) = {,AS = {xl,x3},A6 = {xl,x5},A7 = {)c3,)c5},/1K = {xl,x3,x5}

1.

2. (DYI ) is the discrete topology on 5
3. n() =Dy UV {U} is a topology on U

L1 (=004 4 e vols) = (LT Pan)ole
B :Yl’BZZYIU{XZ}’BB:Ylu{x4}’B4:Ylu{x6}’ }

D, (U)=1"
7[2( Yl( )) {BSZYIU{XZ,)M}’B():Ylu{x47x6}7B7:Ylu{'xZ’xé}’BSZU

; =1 P,)
7,(Dy, (U) = {4, : (4, 4,) € D, (U)]

7,(Y) = 7,(D, (U)  {g} U

is a topology on

2 (Yl>=[{Yl}HP(Y1>ju{U}

8.

9. 7 (Dy, (U))x 7,(Dy, (U))
—{(4,B,):1<i<81< <8}

‘D (U\zz6 = 64

o Dy (U)x 1, (Dy, (U)W {p,U

(Xlz{xl,xs},Y xl,xz,x3,x5})
DInt(Y,,Y)) = (Y,,Y,) = (4,,B,)
DCI(Y,,Y) = (Y, {x,, x,, x5, %, ) = (Y], B, )
DBN(XUYJ:(Ka{xlaxzaxzaxs})\(AsaBz)

14. = (Yl \B,,B, \As): (¢a{x2ax3})

Example

Y = {xl,x3,x5}, Y, = {xl’XS}’ Y, = {xlaxzaxpxs}

U

} isa double topology on
. (45,8,)e D, (U)
12.

13.

is the information table given in section 2
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we construct two algorithms for increasing the accuracy of the decisions in this information system in the
following steps
The first algorithm
1-Find the decision subset U/D

2-Find the family of all relative double sets with respect to the decision subset D, (U)
7 (D, (U)) ={4, cU:(4,,4,} € D,U);

4-Choose the smallest second component 7,(Dy(U)) =14, cU (4,4, e D, (U)

5- Use these two subsets as lower and upper approximations.
The second algorithm
1-Find the decision subset U/D

2-Find the family of all relative double sets with respect to the decision subset D, (U
7 (D, (U)) ={4, cU:(4,,4,} € D,U);

3-Choose the largest first component

3- Choose the largest first component with largest

_ cad 4,
: card Y,

4- Choose the smallest second component 7,(Dy(U)) =144, cU (4,4, e D, (U) with

card A, NY,

2

largest card Z
5- Use these two subsets as lower and upper approximations.

A4 Y, A4, oY, A4 cY, Q, A, NY, a,

{xl} {xnxzaxsaxs} {xl} ;f ?1 13
{xl,x3,x4,x5} {xl,x3,x5} 4
{x15x3’x5’x6} {xl,x3,x5} %

{x3 } {x1 s Xp 5 X3, Xs } {x3 } ;* ?1 13
{xl,x3,x4,x5} {xl,x3,x5} 4
{xlaxzaxsﬂ%} {xl,x3,x5} %

{xs } {x1 s Xp 5 X3, Xs } {xs } ;* ?1 13
{xl,x3,x4,x5} {xl,x3,x5} 4
{x1’x3’x5’x6} {xl,x3,x5} %

{xlsxz} {xl,xz,x3,x5} {xlsx3} ;f ?1 13
{xl,x3,x4,x5} {xl,x3,x5} 4
{x1’x3’x5’x6} {xl,x3,x5} %

{xlsxs} {xl,xz,x3,x5} {xlaxs} I ?1 13
{xl,x3,x4,x5} {xl,x3,x5} 4
{x1’x3’x5’x6} {xl,x3,x5} %

{x3,x5} {xl,xz,x3,x5} {x3,x5} ! ?1 13
{xl,x3,x4,x5} {xl,x3,x5} 4
{x1’x3’x5’x6} {xl,x3,x5} %
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Conclusion

The concept of relative double set initiated in
this work can be used in modifying the hybridization
of rough set and double set in both of theory and
applications. In the theoretical context it can be used
in defining lower (upper) relative double sets using
lower and upper approximations, and in the
construction of decision rules in information systems.
On the other hand it opens the way for wide range of
uncertain concepts approximation by finding a class
of approximations for each concept and choosing the
best approximation whose lower approximation is the
union of all relative double set first component, and
whose upper approximation is the intersection of all
relative double sets second components.
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