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Abstract: Hybrid methods are important recent approaches for studying uncertainty of concepts and decisions in 
information systems. For example, combining rough sets and fuzzy sets, rough sets and genetic algorithm, rough 
sets and topology among other approaches. In this work, we introduce the notion of relative double sets and give 
examples and investigate some of its properties and characterizations. The suggested type of double sets is 
constructed using information system and is connected with uncertain concepts in information systems. The class of 
relative double sets related to a decision set in decision systems is used in finding more accurate approximations for 
uncertain concepts in general and specially for decision sets. Consequently, decision makers and takers can have 
new choices for more accurate decisions.  
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1.Introduction 

Decision making and taking under uncertain 
information is a problem of key importance when 
dealing with knowledge from real situations. 
Obtaining the precise numbers required by many 
uncertainty handling formalisms can be a problem 
when building real systems. Many theories for 
reasoning under uncertainty exist , the oldest 
formalism for reasoning under uncertainty is 
probability theory, which, according to Shafer [14] 
was founded by Pascal and Fermat in an exchange of 
letters in 1654. Over the subsequent 340 years the 
theory has been well defined and its capabilities 
extensively explored, so that the rules for propagating 
values are established without question, and may be 
found in any textbook on probability (for instance 
[8]).  The theory of rough sets allows us to handle 
uncertainty without the need for precise numbers, and 
so has some advantages in such situations. 

In past several years of 21st, rough set theory (see 
[9, 10, 11]) has developed significantly due to its wide 
applications. Various generalized rough set models 
have been established and their properties or 
structures have been investigated intensively (see [5, 
6, 7, 12, 13]). One of the interesting research topics in 
RST is to modify this theory via topology (see[1, 2]). 

Another new of research related to RST is the 
hybridization of this theory with fuzzy set theory 
(see[15]) and other theories of uncertainty to the best 
of our knowledge, hybridization of RST and double 
sets did not take the suitable interest of researches the 
purpose of this paper to introduce an approach for 
hybridizing RST and double set theory to increase the 

accuracy of approximation for uncertain concepts in 
general and specially decision concepts. 

This paper is organized as follows: article 1 is 
concerned with basic concepts of double sets . 2 is 
devoted to give a detail account on principals of rough 
set concepts. In 3 . we introduce the concept of 
relative double sets and give examples for this 
concept. The notion of relative double sets in 
information systems is investigated and its importance 
for increasing accuracy is discussed. 
I. Preliminaries 

This introductory article is considered as a 
background for the martial included in this paper. 
1. Double Sets: 

In this section, we state the basic definition of 
double set and we sate the  properties of double sets, 
the quasi – coincident relation in the sense of double 
set theory . 
Definition [3].  

Let X be a non empty set. 

a) A double set   is an ordered pair ( 1A , 

2A
) ( ) ( )P X P X   such that 1A  2A

. 

b) The family of all double sets on X , will be 

denoted by D( X ). 

i.e  212121 ),()(),(:),()( AAXPXPAAAAXD  . 

c) The double set 


=( X , X ) is called the 
universal double set, 

d) The double set = ( ,  ) is called the empty 
double set. 

We introduce the following example: 
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Example: Let { , , }X a b c  

                   
               
                 
                  
           




























XXXcbXcaXba

XcXbXaXcbcbcbc

cbbcbcaccacacaa

cababababbaaba

cccbbbaaa

XDThen

,,,,,,,,,,

,,,,,,,,),,,,(),,,(

),,,(),,,(),,,(),,,,(),,,(

),,,(),,,,(),,,(),,,(),,,(

),,(),,(),,(),,(),,(),,(,,

)(









 
Theorem: 
If X has n elements 

i.e
nXDthennX 3)( 

 

Proof:   BABAXD B  :,)(  

Put 
  BABADB  :,  for every XB  . 

Then 
 XBDB :  is a partition for D(X). 

Now 


XB

BDXD


)(
and  





XB

BDXD )(
 

Noting that 
   1,,    DD

 

 

            ni
n

DxxxD
ii xiiix ,...,3,2,12

1
,),,( 








 

 
                 

  











2
,

,

2
2

,,,,,,,,,),,,(

n

xxxxxxxxxxxxD

ji

ji

xx

jijijijjiijixx





nnn

n

nnnn
XD 3)21(2...2

3
2

2
2

1
1)( 32 





































 
 

Definition[3]. Let =( 1A
, 2A

),  =( 1B
, 2B

)  D 

( X ). Then:   

a)      if and only if iA  iB
, i =1,2 

b) =  if and only if iA
= iB

, i =1, 2 

c)     =( 1A  1B , 2A  2B ) 

d)     =( 1A  1B
, 2A  2B

) 

e) 
 1221 \,\\ BABA  

f)  
c =(

c
A

2 ,

c
A

1 ) where 
c  is the 

complement of  . 

Definition [3]. Let x  X . Then the double sets 

2

1x

= ( , { x }) 

 and 1x = ({ x }, { x }) are said to be double points in 
X.  

The set of all double points of X will be denoted 

by PX
 

. i.e. PX
= { tx

: x X , t = 2

1

, 1}. 

Proposition [3] If = ( 1A
, 2A

)D ( X ), then: 

a-  2

1x
 x 2A  

b-  1x  x 1A
. 

c- tx  x 2A . 

d- 1x  2

1x
  

 

Definition[3]. Two double sets   and   are said to 

be quasi- coincident, denoted by  Q
  , if 

1A  2B    or 2A  1B   . 

   is not quasi-coincident with  , denoted this by 

 Q  , if 

1A
  2B

=  and 2A  1B
= . 

 Theorem [3] 

Let  ,  ,  , tx
, ry D( X ). Then:  

a)  Q        . 

b)   Q   iff  tx Q  , for some tx  . 
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c)  Q    
c . 

d) x  y  tx Q ry  for every r, t { 2

1

, 1}. 

e) tx Q   tx 
c . 

f) tx Q
ry  x  y  or x  y , t   r 2

1

. 

g)  tx Q
 ry  x = y  and t + r >1. 

h)  Q
 

c . 

i)     iff tx Q
   implies tx Q  . 

j)  = { tx
: tx Q

 
c }.  

k)   Q  ,      Q  . 

l)  tx Q
 (    )  tx Q

 

  tx Q  . 

Definition[3] Let 1 , 2    P ( X ). The double 

product of 1 and 2  is denoted by 1   



  2  and 
is defined by   

1  



  2 ={( 1A , 2A ) 1   2 : 1A  2A }. 

Definition [3] Let )(XD , then all first 

component of  is denoted by )(1  and all second 

component of   is denoted by 
)(2  .i.e 

   ),(:)( 2111 AAXA
 and 

   ),(:)( 2122 AAXA  

Definition [4] Let X  be a non- empty set. Then a 

family )( XD is called a double topology on 

X  if it satisfies, the following axioms: 
 

a) 
  ),(   ),,( XXX

. 

b) If BA, , then  BA  

c) If
 }:{ SsAs ,then 




s
Ss

A
. 

The pair ),( X  is called a double 
topological space (DT-space, for short). Each 

member of   is called an open double set in X. 
The complement of an open double set is called a 
closed double set. A double topological space is 

called a double stratified space if   contains the 

double set ),( X . For any )( XDA , the 

double closure of A  is denoted by ADCl  or 

A  and defined by 

} and :{ BABBA c   . 

Also, the double interior of A  is denoted by 

ADInt  or 
0

A  and defined by 

} and :{ ABBBA
o

  .  
 
2.Basics of Rough Sets[9] 

Consider the following information system 

 A  

U  
1

a
 2

a
 3

a
 

}{dD   

1
x

 
3 2 2 1 

2
x

 
2 2 2 0 

3
x

 
2 2 2 1 

4
x

 
1 1 2 0 

5
x

 
2 1 1 1 

6
x

 
3 1 1 0 

 
1- Using the above information system , the relation 

)}()(,|),{()( 2
jiji xaxaCaUxxCIND 

is 
defined on U      

{)( CIND ),,( 11 xx ),,(),,( 3222 xxxx

),,(),,( 3323 xxxx ),,( 44 xx ),,( 55 xx
 

)},( 66 xx
. 

The partition (elementary set) induced 

by )(CIND . 

)}(),(|{][ CINDxxUxx jijCi 
 

The set of all partitions (elementary set) induced 

by
)(CIND

 is: 

}}{},{},{},,{},{{/ 654321 xxxxxxCU 
2- 

Finding the set of all partitions (concepts) induced 
by 

Indiscernibility relation )(DIND  
)}()(,|),{()( 2

jiji xdxdDdUxxDIND 
. 

{)( DIND ),,(),,(),,( 513111 xxxxxx

),,(),,(),,( 624222 xxxxxx
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),,(),,(),,( 533313 xxxxxx

),,(),,(),,( 644424 xxxxxx
 

),,(),,(),,( 553555 xxxxxx

)},(),,(),,( 664626 xxxxxx
. 

The partition (concepts) induced by )(DIND  

)}(),(|{][ DINDxxUxx jijDi 
 

The set of all partitions (concepts) induced by 

)(DIND  
The set of all partitions (concepts) induced by 

)(DIND   is: 

}},,{},,,{{/ 642531 xxxxxxDU 
 

Lower and upper approximations 

Let X  denote the subset of elements of the 

universe
)..( CXeiU 

. X can be approximated 
using only the information contained within condition 

attribute 
)( CAA 

 by constructing the lower and 

the upper approximation of the set X . 

Consider the approximation of the set X  in the 
following figure: 

 
Figure (2.1): 

 
Each square in Figure (2.1) represent an elementary 
set (equivalence class) induced by the indiscernibility 

relation 
CAAIND ),(

[..]. 

The lower approximation of the set X  using the 
information contained within condition attributes 

)( CAA 
 is the union of all elementary sets iX

 

contained in X  [..], as shown in Figure (2.2), more 

formally  


XX

i

i

XXA




 

The lower approximation of the set X . 

 
Figure (2.2): 

 

The upper approximation of the set X  using the 
information contained with in condition attributes 

)( CAA 
 is the union of all elementary sets which 

have a non-empty intersection with X  [..], as shown 

in Figure (2.3), more formally 





XX

i

i

XXA

 

The upper approximation of the set X  

 
Figure (2.3): 

 
Positive, Boundary and Negative Region 

The positive region of the set X , is the set of 
these objects, which can, with certainty, be classified 

in the set X  (or belonging to the set X ), using the 

information contained within condition attributes A  
[9], as shown in Figure (2.4), more formally 

XAXPOS A )(
. 

Positive region of X  

 
Figure (2.4): 

 
The boundary region is the difference between 

these two approximations, which contains all the 
objects that can't be classified with certainty as 
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belonging or not to the set X , using the information 

contained within condition attributes A , as shown in 
Figure (2.5), more formally 

XAXAXBN A )(  
The boundary region of X .  

 
Figure (2.5): 

 

The negative region of X  is the set of objects, 
which without ambiguity, that cannot be classified in 

the set X  (or as not belonging to the set X ) using 
the information contained within condition attributes 

A , as shown in Figure (2.6), more formally 

XAUXNEG A )( . 

Negative region of X . 

 
Figure (2.6): 

 
Remark  

The set X   is said to be rough set if the 
boundary region is non-empty [.9.]. 
Accuracy of approximation 

An accuracy measure of the set X in CA is 

defined as: 
XA

XA
XA )(

, 
1)(0  XA  

where 
.

 denotes the cardinality of a set ( the 
number of objects contained in the lower (upper) 

approximation of the set X ). 
Remark  

If X  is definable in U  (i.e., XAXA  ), then 

1)( XA , if X  is undefinable in U  

(i.e., XAXA  ), then 1)( XA  [..]. 

Example: 
The sets of all partitions (elementary sets) 

induced by 
)(CIND

are: 

}{][ 111 xxX C 
. 

},{][][ 32322 xxxxX CC 
. 

}{][ 443 xxX C 
. 

}{][ 554 xxX C 
. 

}{][ 665 xxX C 
. 

The sets of all partitions (concepts) induced by 

)(DIND are: 

},,{][][][ 5315311 xxxxxxY DDD 
. 

},,{][][][ 6426422 xxxxxxY DDD 
. 

1. The lower and upper approximations of iY
 

using the information contained in condition 

attribute C  is: 

The lower approximation is: 


ii YX
ii XYC





 

The upper approximation is: 





ii YX

ii XYC

 

For 1Y
,  

The lower approximation  iYX XYC
i 11  

 

111 }{ YxX  . 

1322 },{ YxxX 
. 

143 }{ YxX 
. 

154 }{ YxX 
. 

165 }{ YxX 
. 

The lower approximation is the union of all 

elementary sets contained in X , then 

}.,{ 51411 xxXXYC  
 

It means that the lower approximation can be 

with certainty classified as members of X on the basis 

of knowledge in condition attributeC . 

The upper approximation 





ii YX

XYC 11

  

 }{}{ 1111 xYxX
. 

 }{},{ 31322 xYxxX
. 

 143 }{ YxX
. 

 }{}{ 5154 xYxX
. 
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 165 }{ YxX
 

The upper approximation is the union of all 
elementary sets which 

have a non-empty intersection with X , then 

}.,,,{ 53214211 xxxxXXXYC  
 

It means that the upper approximation can be 

only classified as possible members of X  on the 

basis of knowledge in condition attribute C . 

For 2Y
 

The lower approximation is  

},{ 64532 xxXXYC  
. 

The upper approximation is  

}.,,,{ 64325322 xxxxXXXYC    
3.Relative double set: 

In this section, we introduce the notion of 
relative double sets and give examples and 
investigate some of its properties and 
characterizations. 
Definition: 

Let UYU  , . Then pair (A, B) 
)(UD

 is 

a double set of U relative to Y if  BYA   .  
The family of all double sets of U relative to Y is 

denoted by
)(UDY  and is given by 

 BYAUDBAUDY  :)(),()(  
Example: Let U= {a,b,c,d,e},   Y={a,b,d}. Then 

 BYAUDBAUDY  :)(),()(  
This can be listed in the following table  

 

 )'(YPY   
P(Y)  

B1=Y  B2=
 cY   B3=

 eY 
 B4=

 ecY ,  

A1=  
),( 11 BA  ),( 21 BA  

),( 31 BA
 

),( 41 BA  

A2=
 a  ),( 12 BA

 
),( 22 BA

 
),( 32 BA

 
),( 42 BA

 

A3=
 b  ),( 13 BA

 
),( 23 BA

 
),( 33 BA

 
),( 43 BA

 

A4=
 d  ),( 14 BA  ),( 24 BA  

),( 34 BA
 

),( 44 BA  

A5=
 ba,  ),( 15 BA

 
),( 25 BA

 
),( 35 BA

 
),( 45 BA

 

A6=
 da,  ),( 16 BA

 
),( 26 BA

 
),( 36 BA

 
),( 46 BA

 

A7=
 db,  ),( 17 BA

 
),( 27 BA

 
),( 37 BA

 
),( 47 BA

 

A8=Y  ),( 18 BA
 

),( 28 BA
 

),( 38 BA
 

),( 48 BA
 

 
Definition : 

Let  ).(, XP Then the direct union of 

 ,  is denoted by 
 and its defined by 

  .,:   ABA  

Lemma 1: The family 
)(UDY  has the following 

properties:- 

1) 
)()( UDUDY 

 

2)   )()(),(:))(( 2111 YPUDAAAUD YY   

3) ))((1 UDY  is the discrete topology on Y  

4) 
 UUDY Y  ))(()( 11 

 is a topology on 

U  

5) 
       )(')('1 YPYY

 

6) 
 )(),(:))(( 2122 UDAAAUD YY   

7) 
   ))(()( 22 UDY Y is a topology on U  

 which is called the included set topology. 

8)  
9)  

 ))(()),((:),(

))(())(()(

221121

21

UDAUDAAA

UDUDUD

YY

YYY









 

10) 
))(())(( 21 UDUD YY  

 is a double 

topology on U . 

11) 
n

Y UDmYnU 2)(, 
. 

12) If  UY  , then 

 UAUAUDU  11 :),()(
 

    U   










 )'()('2 YPYY
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13) If  Y , then 

 UAAUD  22 :),()(   
Relative double sets in information systems 

If  ),( RU is an approximation space , then 

)(),( UDYY Y  where Y  is the lower 

approximation of Y  and Y  is the upper 

approximation of Y . 
Remark  

If X  is definable in U  (i.e., XAXA  ), then 

1)( XA , if X  is undefinable in U  

(i.e., XAXA  ), then 
1)( XA  . 

Example: 
Find here all double sets relative to  Y1 and Y2 
Example: 

Let 
 654321 ,,,,, xxxxxxU 

 and let 

 5311 ,, xxxY 
. Then,  

 

1.

     
       













5318537516315

5433121

11
,,,,,,,,,

,,,
)())((

1 xxxAxxAxxAxxA

xAxAxAA
YPUDY


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Example  

If  ),( RU is the information table given in section 2 
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we construct two algorithms for increasing the accuracy of the decisions in this information system in the 
following steps 
The first algorithm 
1-Find the decision subset U/D 

2-Find the family of all relative double sets with respect to the decision subset )(UD d  

3-Choose the largest first component 
)}(},(:{))(( 2111 UDAAUAUD dd 

 

4-Choose the smallest second component 
)}(},(:{))(( 2122 UDAAUAUD dd 

 
5- Use these two subsets as lower and upper approximations. 
The second algorithm 
1-Find the decision subset U/D 

2-Find the family of all relative double sets with respect to the decision subset )(UD d . 

3- Choose the largest first component 
)}(},(:{))(( 2111 UDAAUAUD dd 
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4- Choose the smallest second component 
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5- Use these two subsets as lower and upper approximations. 
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Conclusion 
The concept of relative double set initiated in 

this work can be used in modifying the hybridization 
of rough set and double set in both of theory and 
applications. In the theoretical context it can be used 
in defining lower (upper) relative double sets using 
lower and upper approximations, and in the 
construction of decision rules in information systems. 
On the other hand it opens the way for wide range of 
uncertain concepts approximation by finding a class 
of approximations for each concept and choosing the 
best approximation whose lower approximation is the 
union of all relative double set first component, and 
whose upper approximation is the intersection of all 
relative double sets second components. 
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