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1- Introduction: 
We consider the following linear system:  

ܺܣ = ܾ,                    (1) 

where ܣ ∈ ܴ× , ܾ ∈ ܴ are given and ݔ ∈ ܴ is 
unknown. For simplicity, let ܣ = ܫ − ܮ − ܷ, where I 
is the identity matrix, L and U are strictly lower and 
strictly upper triangular matrices, respectively. 

Now, consider a preconditioned system of (1): 

ܺܣܲ =  (2)  ,ܾ

where ܲ is a non-singular matrix. To effectively solve 
the preconditioned linear system (2), a variety of 
preconditioners have been proposed by several 
authors [1 − 8,11] and the references therein. The 
preconditioning effect is not observed on the last row 
of matrix A. For example, the preconditioner ܲభ =
ܫ + ܷ In [11] where U is a strictly upper triangular 
part of –A.  

In 2009, Zheng et al. [4] proposed the following two 
preconditioners: 

ܲ௫ = ܫ + ܵ௫ + ܴ௫  (3) 

and 

ோܲ = ܫ + ܵ௫ + ܴ (4) 

where 

ܵ௫ = ቄ
−ܽ,

0,
ୀଵ,…,ିଵ,வ;

ை௧ ௐ௦,
�  

ܭ = ݉݅݊൛݆|݉ܽݔ|หܽ,ห݅ < ݊ൟ  

and 

(ܴ௫), = ቄ
−ܽ,

0,
�        ݅ = ݊, ݆ = ܭ

݁ݏܹ݅ ݎℎ݁ݐܱ   

with ܭ = ݉݅݊ ቄ݆ ቚหܽ,หቚ = ,หܽ,ห}ݔܽ݉ ݈ = 1, … , ݊ −

1}ቅ   

and  

(ܴ), = ቄ
−ܽ,

0,
� ݅ = ݊, 1 ≤ ݆ ≤ ݊ − 1,

݁ݏܹ݅ ݎℎ݁ݐܱ   

The comparison result between the preconditioners 
ܲ௫ with ோܲ [4] shows that the preconditioner ோܲ is 

better than ܲ௫ for solving the preconditioned linear 
system (2).   

In this paper, we propose the following a 
preconditioner: 
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ܲ = ܫ) + ܷ + ܴ)

=

⎝

⎜
⎛

1
0
⋮
⋮

−ܽଵ

−ܽଵଶ
1
⋱
⋱
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…
…
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⋱
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⋮
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1 ⎠

⎟
⎞

 

Then AU can be written as follows: 

ܷܣ = ܫ) + ܷ +    ܣ(ܴ

       = ܫ − ܮ − ܷ + ܷ − ܮܷ − ܷଶ + ܴ − ܮܴ − ܴܷ =
ܯ − ܰ ,  

where 

ܯ = ቀܫ − ܦ − ܮ − ܧ + ܴ − ሖሖܦ − ሖሖܧ ቁ , ܰ = ܨ + ܷଶ  

and D, E and F are the diagonal, strictly lower 
triangular and strictly upper triangular parts of UL, 
while ܦሖሖ  and ܧሖሖ  are the diagonal, strictly lower 
triangular parts of ܴ(ܮ + ܷ), respectively. If ܯ is 
nonsingular, the MGS iterative matrix is ܶ =
ܯ

ିଵ
ܰ. 

 

2- Preliminaries: 

 

In this section, we present some notation, definitions 
and lemmas.  

For ܣ = ൫ܽ,൯, ܤ = (ܾ,) ∈ ܴ×, we write ܣ ≥  if ܤ
ܽ, ≥ ܾ, holds for all ݅, ݆ = 1,2, … , ݊. Calling A 
nonnegative if ܣ ≥ 0(ܽ, ≥ 0; ݅, ݆ = 1,2, … , .)ߩ .(݊ ) 
denotes the spectral radius of a matrix.  

A matrix A is a L-matrix if ܽ, .2.1 ݊݅ݐ݂݅݊݅݁ܦ >
0; ݅ = ݆ = 1, … , ݊ and ܽ, ≤ 0 for all ݅, ݆ =
1,2, … , ݊; ݅ ≠ ݆. A nonsingular L-matrix A is a 
nonsingular M-matrix if ିܣଵ ≥ 0. 

 Let A be a real matrix. Then .2.2 ݊݅ݐ݂݅݊݅݁ܦ

ܣ = ܯ − ܰ 

is called a splitting of A if M is a nonsingular matrix. 
The splitting is called 

(a) regular if ିܯଵ ≥ 0 and ܰ ≥ 0; 

(b) weak regular if ିܯଵ ≥ 0 and ିܯଵܰ ≥ 0; 

(c) nonnegative if ିܯଵܰ ≥ 0 ; 

(d) M-splitting if M is a nonsingular M-matrix and 
ܰ ≥ 0. 

ܣ  Let .[(14]) 2.1 ܽ݉݉݁ܮ ∈ ܴ× be nonnegative 
݊ × ݊ matrix. Then  

(a) A has a positive real eigenvalue equal to its 
spectral radius (ܣ)ߩ ; 

(b) for (ܣ) , there corresponds an eigenvector ܺ > 0 ; 

(c) (ܣ)ߩ is a simple eigenvalue of A ; 

(d) (ܣ)ߩ increases when any entry of A increases. 

ܣ We call .2.3 ݊݅ݐ݂݅݊݅݁ܦ = ܯ − ܰ the Gauss-Seidel 
splitting of A, if ܯ = ܫ) −   = ܰ  is nonsingular and (ܮ
. In addition , the splitting is called  

(a) Gauss-Seidel convergent if (ିܯଵܰ) < 1 ; 

(b) Gauss-Seidel regular if ିܯଵ = (1 − ଵି(ܮ ≥ 0 and 
ܰ = ܷ ≥ 0. 

ܣ .([17]) 2.2 ܽ݉݉݁ܮ = ܯ − ܰ be an M-splitting of 
A. Then ߩ(ିܯଵܰ) < 1 if and only if A is a 
nonsingular M-matrix. 

݊ Let A and B be .([15]) 2.3 ܽ݉݉݁ܮ × ݊ matrices. 
Then AB and BA have the same eigenvalues, 
counting multiplicity. 

 ,Let A be a nonsingular M-matrix .([10])2.4 ܽ݉݉݁ܮ
and let  

ܣ = ଵܯ − ଵܰ = ଶܯ − ଶܰ be two convergent splitting, 
the first one weak regular and the second one regular. 
If ܯଵ

ିଵ ≥ ଶܯ
ିଵ , then  

ଵܯ)ߩ
ିଵ

ଵܰ) ≤ ଶܯ)ߩ
ିଵ

ଶܰ) < 1.    

 

3. Comparison Theorems 

 

In this section, we compare such MGS method with 
the classical Gauss-Seidel method and the MGS 
method with the preconditioner ܲభ = ܫ + ܷ ([11]), 
respectively. 

To prove the theorems, we need some results. 

We firstly prove that ܣభ = భܯ − ܰభ and ܣ =
ܯ − ܰ are both regular and Gauss-Seidel 
convergent splitting. 
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For the preconditioner ܲభ = ܫ + ܷ the 
preconditioned matrix ܣభ = ܫ) +  can be written ܣ(ܷ
as 

భܣ = భܯ + ܰభ = ܫ) − ܦ − ܮ − (ܧ − ܨ) + ܷଶ). 

In which D, E and F are defined as in section1. 
Hence, if ∑ ܽ,


ୀାଵ ܽ, ≠ 1(݅ = 1,2, … , ݊ − 1) , 

Then, the MGS iterative matrix ܶభ for ܣభ can be 
defined by  

ܶభ = ଵܯ
ିଵ

ܰభ = ܫ) − ܦ − ܮ − ܨ)ଵି(ܧ + ܷଶ)  

as (ܫ − ܦ − ܮ −  ଵ exists. There is the followingି(ܧ
result: 

ܣ Let .3.1 ܽ݉݉݁ܮ = ܫ − ܮ − ܷ be a nonsingular M-
matrix. Assume that 0 ≤ ∑ ܽ,


ୀାଵ ܽ, < 1,1 ≤ ݅ ≤

݊ − 1. Then ܣభ = భܯ − ܰభ is regular and Gauss-
Seidel convergent. 

≥ We observe that when 0 .݂ݎܲ ∑ ܽ,

ୀାଵ ܽ, <

1,1 ≤ ݅ ≤ ݊ − 1 , the diagonal elements of ܣభ are 
positive and ܯଵ

ିଵ exists. It is known that (see ([18]) 
an L-matrix A is a nonsingular M-matrix if and only if 
there exists a positive vector y such that ݕܣ > 0. By 
taking such y, the fact that ܫ + ܷ ≥ 0 impliesܣభݕ =
ܫ) + ݕܣ(ܷ > 0. Consequently, the L-matrix  ܣభ is a 
nonsingular M-matrix which meansܣଵ

ିଵ ≥ 0. Since 
0 ≤ ∑ ܽ,


ୀାଵ ܽ, < 1 we have (ܫ − ଵି(ܦ ≥    .ܫ

As strictly lower triangular matrix ܮ +  has ܧ
nonnegative elements, by Neumann’s series, the 
following inequality holds: 

ଵܯ
ିଵ = ܫ] + ܫ) − ܮ)ଵି(ܦ + (ܧ + ܫ)} − ܮ)ଵି(ܦ +

ଶ{(ܧ + ⋯  

ܫ)}+              − ܮ)ଵି(ܦ + ܫ)[ିଵ{(ܧ − ଵି(ܦ ≥ 0    

On the other hand, it is easy to see that ܰభ = ܨ +
ܷଶ ≥ 0 .Thus, 

భܣ  = భܯ − ܰభ is a regular and Gauss-Seidel 
convergent splitting by Definition 2.3 And Lemma 
2.2.                ■ 

ܶℎ݁3.2 ݉݁ݎ. Let A be a nonsingular M-matrix, 
assume that 0 ≤ ∑ ܽ,


ୀାଵ ܽ, < 1,1 ≤ ݅ ≤ ݊ − 1 

and0 ≤ ∑ ܽ,
ିଵ
ୀଵ ܽ, < 1, then ܣ = ܯ − ܰ  is 

regular and Gauss-Seidel convergent splitting. 

We observe that when 0 .݂ݎܲ ≤ ∑ ܽ,

ୀାଵ ܽ, <

1,1 ≤ ݅ ≤ ݊ − 1 and 0 ≤ ∑ ܽ,
ିଵ
ୀଵ ܽ, < 1 , the 

diagonal elements of ܣ are positive and ܯ
ିଵ exists. 

Similar to the proof of Theorem 3.1, We can show 
that  

ܣ = ܫ) + ܷ +  is a nonsingular M-matrix when  ܣ(ܴ
A is a nonsingular M-matrix. Thus, ܣ

ିଵ ≥ 0 . When 
0 ≤ ∑ ܽ,


ୀାଵ ܽ, < 1,1 ≤ ݅ ≤ ݊ − 1 and 0 ≤

∑ ܽ,
ିଵ
ୀଵ ܽ, < 1 , we have ܦ + ܦ < ሖሖܫ  , so that 

ܫ) − ܦ − ሖሖܦ ) ≥ 0. Hence, 

ܯ
ିଵ = [ቀܫ − ܦ − ሖሖܦ ቁ − ቀܮ − ܴ + ܧ + ሖሖܧ ቁ]ିଵ    

         = ܫ] − ቀܫ − ܦ − ሖሖܦ ቁ
ିଵ

ቀܮ − ܴ + ܧ +

ሖሖܧ )]ିଵ ቀܫ − ܦ − ሖሖܦ ቁ
ିଵ

  

        = ܫ} + ቀܫ − ܦ − ሖሖܦ ቁ
ିଵ

ቀܮ − ܴ + ܧ + ሖሖܧ ቁ +  

        [ቀܫ − ܦ − ሖሖܦ ቁ
ିଵ

ቀܮ − ܴ + ܧ + ሖሖܧ ቁ]ଶ + ⋯  

ܫ]+        − ቀܫ − ܦ − ሖሖܦ ቁ
ିଵ

ቀܮ − ܴ + ܧ +

ሖሖܧ )]ିଵ} ቀܫ − ܦ − ሖሖܦ ቁ
ିଵ

≥ 0  

It is easy to see that ܰ = ܨ + ܷଶ ≥ 0. 

Therefore, ܣ = ܯ − ܰ is a regular and Gauss-
Seidel convergent splitting by Definition 2.3 And 
Lemma 2.2.             ■ 

ܶℎ݁3.3 ݉݁ݎ. Let A be a nonsingular M-matrix. Then 
under the assumptions of Theorem 3.2, the following 
inequality holds: 

)ߩ ܶ) ≤ (ܶ)ߩ < 1  

where, ܶ = ܫ) −  ଵ U is the iterative matrix of theି(ܮ
classical Gauss-Seidel method for ܣ = ܫ − ܮ − ܷ. 

 is a nonsingular M-matrix, the classic ܣ Since .݂ݎܲ
Gauss-Seidel splitting ܣ = ܫ) − (ܮ − ܷ of A is clearly 
regular and convergent. 

For ܯ = ܫ − ܦ − ܮ − ܧ + ܴ − ሖሖܦ − ሖሖܧ  and ܰ =
ܨ + ܷଶ by Theorem 3.2 we know that ܣ = ܯ − ܰ 
is a Gauss-Seidel convergent splitting. 

To compare ߩ( ܶ) with (ܶ) , we have  

ܣ = ܫ) + ܷ + ܴ)ିଵܯ − ܫ) + ܷ + ܴ)ିଵ
ܰ.  
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If we take ܯଵ = ܫ) + ܷ + ܴ)ିଵܯ and ଵܰ =
ܫ) + ܷ + ܴ)ିଵ

ܰ , then ܯ)ߩଵ
ିଵ

ଵܰ) < 1 since 
ܯ

ିଵ
ܰ = ଵܯ

ିଵ
ଵܰ. Also, we have 

ଵܯ
ିଵ = ܯ

ିଵ(ܫ + ܷ + ܴ)   

          = ܫ) − ܦ − ܮ − ܧ + ܴ − ሖሖܦ − ሖሖܧ )ିଵ(ܫ + ܷ + ܴ)    

         ≥ ܫ) − ܦ − ܮ − ܧ + ܴ − ሖሖܦ − ሖሖܧ )ିଵ  

         = ܫ ] − ቀܫ − ܦ − ሖሖܦ ቁ
ିଵ

ቀܮ − ܴ + ܧ +

ሖሖܧ )]ିଵ ቀܫ − ܦ − ሖሖܦ ቁ
ିଵ

  

         ≥ ܫ ] − ቀܫ − ܦ − ሖሖܦ ቁ
ିଵ

ቀܮ − ܴ + ܧ + ሖሖܧ ቁ]ିଵ  

          ≥ ܫ) −  ,ଵି(ܮ

If follows from Lemma 2.4 that ܯ)ߩଵ
ିଵ

ଵܰ) ≤
(ଵܰିܯ)ߩ < 1. Hence,  

ܯ)ߩ
ିଵ

ܰ) ≤ (ଵܰିܯ)ߩ < 1 , i.e., ߩ( ܶ) ≤ (ܶ)ߩ <
1. 

Next, we give a comparison theorem between the 
MGS method with the preconditioners ࢁࡼ and ࢁࡼ, 
respectively. 

. ࢋ࢘ࢋࢎࢀ . Let A be a nonsingular M-matrix. 
Then under the assumptions of Theorem .  and   
,ࢇ ∑ ,ࢇ,ࢇ ≤ ∑    ,,ࢇ,ࢇ ≤  ≤  − ି

ୀ
ି
ୀ  , 

we have 

(ࢁࢀ)࣋ ≤ ൯ࢁࢀ൫࣋ <  

ࢁࡹ For the matrices .ࢌ࢘ࡼ ,  in ࢁࡺ  andࢁࡺ , ࢁࡹ
the splitting of matrices ࢁࡼ = ࢁࡹ − ࢁࡺ  and 
ࢁࡼ = ࢁࡹ −  they can be expressed in the ,ࢁࡺ
partitioned forms as follows:   

ࢁࡹ = ࡵ − ࡰ − ࡸ − ࡱ = ቀ ࡹ
ࢀ࢛


ቁ ,  

ࢁࡹ = ࢁࡹ + ࡾ = ቀ ࡹ
ࢀࢂ


࢜

ቁ , 

ࢁࡺ = ࢁࡺ = ቀࡺ


ࢃ
 ቁ , 

where  

ࡹ = ෝ)  (,
ෝ, , =

ቐ
 ,

 − ∑ ,ࢇ,ࢇ

ାୀ ,

,ࢇ − ∑ ,,ࢇ,ࢇ
ାୀ

�
 ≤  < ݆ ≤ ݊ − 1,

 = ,
݆ < ݅ ≤ ݊ − 1,

  

ࢀ࢛ = ൫ࢇ,, … ,   ,൯ି,ࢇ

ࢀࢂ = ,ࣇ) … ,   (ିࣇ

ࣇ = ,ࢇ − ∑ ,ࢇ,ࢇ
ି
ୀ ( ≤  ≤  − )  

ࣇ =  − ∑ ,ࢇ,ࢇ
ି
ୀ   

ࢃ = (࣓, … ,   ࢀ(ି࣓

࣓ = ,ࢇ− + ∑ ,ࢇ,ࢇ

ାୀ ( ≤  ≤  − )  

and ࡺ ≥  is an ( − )  × ) − ) strictly upper 
triangular matrix. 

  Direct computation yields  

ࢁࡹ
ି = ቀ ࡹ ష

ࡹࢀ࢛ି ష

ቁ and   

ࢁࡹ
ି = ቆ

ࡹ ି

ࣇ−
ିଵࡹࢀࢂ ି


ࣇ

ିቇ 

therefore , 

ࢁࡹࢁࡺ
ି = ൬ࢀࢁ


ࢃ
 ൰ ≥  

and 

ࢁࡹࢁࡺ
ି = ൬ࢀഥࢁ


ࣇ

ିࢃ


൰ ≥  

where ࢀࢁ = ࡹࡺ ି − ࡹࢀ࢛ࢃ ି and ࢀഥࢁ = ࡹࡺ ି −
ࣇࢃ

ିࡹࢀࢂ ି. Since both the lower-right corner of 
ࢁࡹࢁࡺ

ି and ࢁࡺࢁࡹ
ି have zeros, ࢁࡹࢁࡺ)࣋

ି) and 
ࢁࡹࢁࡺ)࣋

ି) exist in ࢀഥࢁ and ࢀࢁ , respectively. That 
is, ࢁࡹࢁࡺ)࣋

ି) = ࢁࡹࢁࡺ൫࣋ and (ࢁഥࢀ)࣋
ି൯ =  .(ࢁࢀ)࣋

By simple computation, we know that ࢀഥࢁ ≤  ࢁࢀ
under the assumption ,ࢇ − ∑ ,ࢇ,ࢇ

ି
ୀ ≤

∑ ,ࢇ,ࢇ
ି
ୀ  ,  ≤  ≤  − . Hence by Lemma .  

, we have      

ࢁࡹࢁࡺ)࣋
ି) = (ࢁഥࢀ)࣋ ≤ ൯ࢁࢀ൫࣋ = ࢁࡹࢁࡺ൫࣋

ି൯. 

Therefore , by Lemma .  we immediately know that  

ࢁࡹ)࣋
ିࢁࡺ) = ࢁࡹࢁࡺ)࣋

ି) ≤ ࢁࡹࢁࡺ൫࣋
ି൯ =

ࢁࡹ൫࣋
ିࢁࡺ൯ , which means that (ࢁࢀ)࣋ ≤  .൯ࢁࢀ൫࣋

 

4. Comparison Theorems 
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In this section, we discuss a comparison with ࢁࡼ and 
 The comparison result show that the .ࡾࡼ
preconditioner ࢁࡼ is better than ࡾࡼ for sloving the 
preconditioned linear system ().   

. ࢋ࢘ࢋࢎࢀ . Let  be a nonsingular M-matrix. If 
 ≤ ∑ ,ࢇ,ࢇ


ାୀ < ,  ≤  ≤  −  and  ≤

∑ ,ࢇ,ࢇ
ି
ୀ < 1 and  ≤ ,ࢇ ,ࢇ < 1,  ≤ ݅ ≤

 −  , then  (ࢁࢀ)࣋ ≤ (ࡾࢀ)࣋ <   

ࢁࡹ For .ࢌ࢘ࡼ = ࡵ − ࡰ − ࡸ − ࡱ + ࡾ − ሖሖࡰ − ሖሖࡱ  and 
ࢁࡺ = ࡲ + . by  Theorem ࢁ  we know that 
ࢁ = ࢁࡼ = ࢁࡹ −  is a Gauss-Seidal convergent ࢁࡺ
splitting. For ࡾࡹ = ࡵ − ሖࡰ − ࡸ − ሖࡱ + ࡾ − ሖሖࡰ − ሖሖࡱ  and  
ࡾࡺ = ࢁ − ࢞ࢇࡿ + ሖࡲ + ሖࡰ that ࢁ࢞ࢇࡿ , ሖࡱ  and ࡲሖ  are 
respectivly the diagonal, strictly lower triangular and 
strictly upper triangular parts of ࡸ࢞ࢇࡿ , and ࡰሖሖ  and ࡱሖሖ  
are the diagonal, strictly lower triangular parts of 
ࡸ)ࡾ +  respaectivly. From [] we know that , (ࢁ
ࡾ = ࡾࡼ = ࡾࡹ −  is a Gauss-Seidel convergant ࡾࡺ
splitting. To compare (ࢁࢀ)࣋ with (ࡾࢀ)࣋, we consider 
the following splitting of A: 

ࢁ = ࢁࡼ = ࢁࡹ −   ࢁࡺ

ࡵ) + ࢁ + (ࡾ = ࢁࡹ −   ࢁࡺ

 = ࡵ) + ࢁ + ࢁࡹି(ࡾ − ࡵ) + ࢁ +   ࢁࡺି(ࡾ

that we take ࡹ = ࡵ) + ࢁ + ࡺ  and  ࢁࡹି(ࡾ =
ࡵ) + ࢁ +   ࢁࡺି(ࡾ

and   

ࡾ  = ࡾࡼ = ࡾࡹ −   ࡾࡺ

ࡵ) + ࢞ࢇࡿ + (ࡾ = ࡾࡹ −   ࡾࡺ

 = ࡵ) + ࢞ࢇࡿ + ࡾࡹି(ࡾ − ࡵ) + ࢞ࢇࡿ +   ࡾࡺି(ࡾ

If we take ࡹ = ࡵ) + ࢞ࢇࡿ + ࡺ and ࡾࡹି(ࡾ =
ࡵ) + ࢞ࢇࡿ + ࡹ)࣋ then , ࡾࡺି(ࡾ

ିࡺ) <  and 
ࡹ)࣋

ିࡺ) <  since ࢁࡹ
ିࢁࡺ = ࡹ

ିࡺ and 
ࡾࡹ

ିࡾࡺ = ࡹ
ିࡺ. 

Then  = ࡹ − ࡺ = ࡹ −   are two convergantࡺ
splittings. 

Since matrices ࡸ, ,ࡰ ሖࡰ , ,ࡱ ሖࡱ , ,ࡾ ሖሖࡰ  and ࡱሖሖ  are positive 
and ࡰ ≥ ሖࡰ  and ࡱ ≥ ሖࡱ  , we have −ࡰ ≤ ሖࡰ−  and 
ࡱ− ≤ ሖࡱ− . Then the following inequality holds: 

ࡵ − ࡰ − ࡸ − ࡱ ≤ ࡵ − ሖࡰ − ࡸ − ሖࡱ  

and we have: 

ࡵ − ࡰ − ࡸ − ࡱ + ࡾ − ሖሖࡰ − ሖሖࡱ ≤ ࡵ − ሖࡰ − ࡸ − ሖࡱ + ࡾ −
ሖሖࡰ − ሖሖࡱ .   

Therefore 

ࡵ) − ࡰ − ࡸ − ࡱ + ࡾ − ሖሖࡰ − ሖሖࡱ )ି ≥ ࡵ) − ሖࡰ − ࡸ −
ሖࡱ + ࡾ − ሖሖࡰ − ሖሖࡱ )ି  

Also, ࢁࡼ = ࡵ + ࢁ + ࡾࡼ and ࡾ = ࡵ + ࢞ࢇࡿ +  are ࡾ
positive matrices and we have  

ࡵ + ࢁ + ࡾ ≥ ࡵ + ࢞ࢇࡿ +  ()                            ࡾ

from () and () the following relation holds: 

ࡵ) − ࡰ − ࡸ − ࡱ + ࡾ − ሖሖࡰ − ሖሖࡱ )ି(ࡵ + ࢁ +   (ࡾ

≥ ࡵ) − ሖࡰ − ࡸ − ሖࡱ + ࡾ − ሖሖࡰ − ሖሖࡱ )ି(ࡵ + ࢞ࢇࡿ +   (ࡾ

and we know that  

ࡹ
ି = ࡵ) − ࡰ − ࡸ − ࡱ + ࡾ − ሖሖࡰ − ሖሖࡱ )ି(ࡵ + ࢁ +   (ࡾ

and  

ࡹ
ି = ࡵ) − ሖࡰ − ࡸ − ሖࡱ + ࡾ − ሖሖࡰ − ሖሖࡱ )ି(ࡵ + ࢞ࢇࡿ +

  (ࡾ

Then, from (ૠ), ࡹ
ି ≥ ࡹ

ି it follows from Lemma 
.  that  

ࡹ)࣋
ିࡺ) ≤ ࡹ)࣋

ିࡺ) < . Hence, (ࢁࡹ
ିࢁࡺ) ≤

ࡾࡹ)࣋
ିࡾࡺ) <  , i.e., (ࢁࢀ)࣋ ≤ (ࡾࢀ)࣋ < .                 

■  

 

5. Numerical Examples    

 

. ࢋࢇ࢞ࡱ . Consider the following matrix, 

 =

⎝

⎜
⎛


−. 
−. 
−. 
−. 

   

−. 


−. 
−. 
−. 

  

−. 
−. 

  
−. 
−. 

−. 
−. 
  −. 


−. 

−. 
−. 
  −. 
−. 

 ⎠

⎟
⎞

 

by computation, we have 

(ࡺିࡹ)࣋ = . ૠૠૢ > ࢁࡹ)ߩ
ିࢁࡺ) = . ૢ 

and  

ࢁࡹ൫࣋
ିࢁࡺ൯ = . ૡૠ > ࢁࡹ)ߩ

ିࢁࡺ) =
. ૢ and 
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ࡾࡹ)࣋
ିࡾࡺ) = . ૠ > ࢁࡹ)ߩ

ିࢁࡺ) =
. ૢ.  

. ࢋࢇ࢞ࡱ . Let the coefficient matrix A given by 

 =

⎝

⎜
⎜
⎜
⎜
⎜
⎛


−. 
−. 


−. 
−. 
−. 
−. 






   − . 
−. 




−. 



−. 



−. 
−. 





−. 

−. 





−. 
−. 
−. 
−. 


−. 
−. 






−. 



−. 


−. 





−. 


−. 
−. 
−. 
  −. 
−. 
−. 




−. 

−. 




  −. 


−. 


−. 

−. 
−. 


−. 
−. 
−. 
−0. 
−. 

 ⎠

⎟
⎟
⎟
⎟
⎟
⎞

   

Obviously, from numerical results, we have (ࢁࢀ)࣋ ≤
  and (ࡾࢀ)࣋

(ࢁࢀ)࣋ ≤ ൯ࢁࢀ൫࣋ ≤ (ࢁࢀ)࣋ we have ,(ࢀ)࣋ = 
൯ࢁࢀ൫࣋             ,  0.478073=(ࡾࢀ)࣋ ,   0.414255 = 
0.421223  and (ࢀ)࣋ = 0.670704 .                             . 

 ࢙ࢋࢉࢋ࢘ࢋࢌࢋࡾ

[] A. D. Gunawardena, S. K. Jain, L. Snyder, 
Modified Itrative Methods For Consistent Linear 
Systams, Linear Algebra Appl. 
 − (ૢૢ) − . 

[] H. Kotakemori, K. Harada, M. Morimoto, H. Niki, 
A Comparison Theorem For The Iterative Mathod 
With The Preconditioner (ࡵ +  .J. Comput ,(࢞ࢇࡿ
Appl. Math. ()ૠ − ૠૡ. 

[] J. P. Milaszewicz, Impriving Jacobi And Gauss-
Seidel Iterations, Linear Algabra Appl. 
ૢ(ૢૡૠ) − ૠ. 

[] B. Zheng, S. X. Miao, Two New Modified Gauus-
Seidel Methods For Linear System With M-Matrices, 
J. Comput. Appl. Math. (ૢ)ૢ − ૢ. 

[] T. Kohono, H. Kotakemori, H. Niki, Improving 
Th Modified Gauss-Seidel Method For Z-Matrices, 
Linear Algabra Appl. ૠ(ૢૢૠ) − .  

[] H. Kotakemori, H. Niki, N. Okamoto, Accerated 
Iterative Method For Z-Matrices, J. Comput. Appl. 
Math. ૠ(ૢૢ)ૡૠ − ૢૠ. 

[ૠ] H. Niki, K. Harada, M. Morimoto, M. Sakakihara, 
The Survey Of Preconditioners Used For Accelerating 
The Rate Of Convergence In The Gauss-Seidel 
Method, J. Comput. Appl. Math. 
 − ()ૡૠ − . 

[ૡ] W. Li, A Note On The Preconditioned Gauss-
Seidal (GS) Method For Linear Systems, J. Comput. 
Appl. Math. ૡ()ૡ − ૢ. 

[ૢ] J. H. Yun, A Note On Preconditioned AOR 
Method For L-Matrices, J. Comput. Appl. Math. 
(ૡ) − . 

[] Z. I. Wozniki, Nonnegative Splitting Theory, 
Japan J. Industrial Appl. Math. (ૢૢ)ૡૢ −
. 

[] M. Usui, H. Niki, T. Kohno, Adaptive Gauss-
Seidal Method For Linear Systyems, Int. J. Comput. 
Math. (ૢૢ)ૢ − . 

[] H. Wang, Y.T. Li, A. New Preconditioned AOR 
Iterative Method For L-Matrices, J. Comput. Appl. 
Math. ૢ(0ૢ)ૠ − . 

[] H. Niki, T. Kohono, M. Morimoto, The 
Preconditioned Gauss-Seidal Method Faster Than The 
SOR Method, J. Comput. Appl. Math. 
ૢ(ૡ)ૢ − ૠ. 

[] R. S. Varga, Matrix Iterative Analysis, Pre Ntice, 
Englewood Cliffs, Nj, ૢૡ. 

[] F.  Zhang,  Matrix Theory,  Springer, ૢૢૢ. 

[] D. M. Young, Itreative Solution Of Large Linear 
System, Academic Press, New York, ૢૠ. 

[ૠ] W. Li, W. W. Sun, Modified Gauss-Seidal Type 
Methods And Jacobi Type Methods FOR Z-Matrices, 
Linear Algebra Appl. ૠ()ૠ − . 

[ૡ] A. Berman, R. J. Plemmons, Nonnegative 
Matrices In The mathematical Sciences, Academic 
Press, New York, ૢૠૢ. 

[ૢ] Y. Z. Song, Comparisons Of Nonnegative 
Splittings Of Matrices, Linear Algebra Appl.  −
(ૢૢ) − . 

[] H. Schneider, Theorems On M-Splittings Of A 
Singular M-Matrix Which Dapend On Graph 
Structure, Linear Algebra Appl. ૡ(ૢૡ4)ૠ −
. 

 


