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Abstract: This work introduces a new way for data visualization. Its name is " Digital 'application name' Image". 

Normal digital image is created by digital camera or digital scanner but digital application name image is created by 

measurements of monitoring data. This work uses the data which is measured by some radiation monitoring stations 

and classifies it using fuzzy logic rules to create some digital radiation images. The main unique advantage of digital 

radiation image is that it expresses thousands of measurements in a very clear form through only one picture while 

the maximum number of measurements does not exceed 100 for other conventional visualization methods. This 

feature gives a facility to view one year of all recorded measurements in only one photo. This picture helps the user 

to observe the behavior of thousands of measurements in few minutes instead of spending few hours in reviewing 

hundreds of charts for the same measurements.  This work also introduces a new way for forecasting Gamma 

radiation levels. This way uses image restoration technique to predict the gamma levels.  Of course, this technique is 

used after creating digital radiation image.  The quality for the output result from this model is at least accepted for 

forecasting and covering lost data. The main feature from this model is that it needs only one kind of data while 

other prediction models need at least three kinds of data. Therefore this model covers the common limitation in 

famous prediction models and saves money, time and effort. 
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1. Introduction: 

This work describes a novel approach for 

encoding a set of continuous numerical observations 

in a form of a color image, where the coordinates of 

each pixel encode time of a specific observation and 

color represents magnitude of an observation. This 

work also uses this color image to generate a new 

approach for predicting future or missing 

observations from collected ones and compares this 

approach to artificial neural network and various 

deterministic classification algorithms. It is preferred 

to start with reviewing the basic definition of an 

image because it is a necessary part for explaining the 

definition of the digital measurements image.    

An image may be defined 
[1]

 as a two-

dimensional function, f(x,y) , where x and y are 

spatial (plane) coordinates and the amplitude of f at 

any pair of coordinates (x,y) is called intensity of the 

image at that point. The term gray level is used often 

to refer to the intensity of the monochrome images. 

Color images are formed by a combination of 

individual 2-D images such as RGB color system, a 

color image consists of three (red, green, and blue) 

individual component images. So converting such an 

image to digital form requires that the coordinates, as 

well as the amplitude, be digitized. Digitizing the 

coordinate values is called sampling; digitizing the 

amplitude values is called quantization. Thus when 

x,y and the amplitude values of f are all finite, 

discrete quantities. We call the image a digital image 

as shown in Fig. 1a for digital representation for 

monochrome image 
[1]

 and Fig. 1b for digital 

representation of RGB color system image 
[1]

. 

 

2. Experimental  

Digital measurements image like digital image 

has two-dimensional function, f(x,y) , but x and y are 

spatial (plane) coordinates indicate the date and time 

for each measurement. The amplitude of f at any pair 

of coordinates (x,y) is called intensity of the image at 

that point which is the value of the measurement as 

shown in Fig. 2a. 

 

Construction of digital radiation image   

Digital radiation image is a digital RGB color 

measurements image for radiation levels in ambient 

air. These measurements are measured by a radiation 

monitoring station. This station
 
is in constant place 

and operating for 24 hours daily. It measures a 

radiation level in ambient air every 15 minutes 
[2]

. As 

shown in Fig. 2b the digital RGB color measurements 

image may be viewed as a "stack" of three gray-scale 

images that, when fed into red, green and blue inputs 

of a color monitor, produce a color image on the 
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screen. By convention, the three images forming an 

RGB color image are referred to as the red, green, 

and blue component images. The x and y coordinates 

for this image represent the date and time for each 

measurement. The color for each pixel in this image 

represents the measurement value. 

Representing digital radiation image using 

different colors is better than representing it using 16 

bit grayscale because it is easier and faster for human 

to watch and analyze the behavior of Gamma 

radiation levels in form of different colors than 

grayscale. The color image is a good choice for 

measurements of radiation levels because the nature 

behavior in time series for these measurements varies 

in non-smoothly form. Therefore if a 16 bit grayscale 

image is used for these measurements then the low 

values which their time is very close to the time of 

the high values will not clearly appear in grayscale 

image. The reason for this phenomenon is due to the 

basic colors used in grayscale image which are white, 

black and other colors in which their intensity degree 

are between them. So, the pixels which have high 

darkness intensity reflect their darkness to their 

neighborhood pixels which have very low darkness 

intensity. Maybe grayscale image is a good choice for 

other kinds of measurements which their nature 

behavior in time series varies in smooth form such as 

measurements of ambient temperature. 

 

Digital Radiation Image Creation 

The processes for creating the digital radiation 

image are as follows: 

a. Collecting all radiation measurements in one 

year from radiation monitoring station.  

b. Putting these measurements in a 365 × 288 

array of radiation measurements. The number of 

rows is equal the number of days in one year 

and the number of columns equals to the 

number of measurements in one day which 

equals to twelve measurements per hour 

multiplied by 24 hours daily.  

c. Creating another three arrays. The size of each 

array is the same as the pervious array. The 

elements of the first array represent the red 

components, the elements of the second array 

represent the green components, and the 

elements of the third array represent the blue 

components. 

d. Converting each radiation measurement to fuzzy 

number or linguistic status 
[3]

 according to 

allowed limit that is set up by environmental 

law number four in Egypt 
[4]

. This is necessary 

to establish a meaningful system for creating a 

digital radiation image. The value for this 

allowed limit does not exceed 2.3 × 10
-7

 Sv / hr.   

Table 1 shows all fuzzy numbers and their 

linguistic expressions used in this study. 

e. Determining the color for each radiation 

measurement by using rule based structure of 

fuzzy logic
 [5]

. The series of fuzzy rules for all 

measurements were recorded in one year 

defines the digital radiation image. Defining that 

Radiation Measurement as RM. These rules are 

as follows:- 

R1: IF RM IS UL_ST1 THEN RM_color IS WHITE. 

R2: IF RM IS UL_ST2 THEN RM_color IS LIGHT     

BLUE SKY. 

R3: IF RM IS UL_ST3 THEN RM_color IS BLUE 

SKY. 

R4: IF RM IS UL_ST4 THEN RM_color IS LIGHT 

BLUE. 

R5: IF RM IS UL_ST5 THEN RM_color IS BLUE. 

R6: IF RM IS UL_ST6 THEN RM_color IS DARK 

BLUE. 

R7: IF RM IS NL_ST1 THEN RM_color IS LIGHT 

GREEN. 

R8: IF RM IS NL_ST2 THEN RM_color IS GREEN. 

R9: IF RM IS NL_ST3 THEN RM_color IS DARK 

GREEN. 

R10: IF RM IS AL_ST1 THEN RM_color IS VERY 

DARK GREEN. 

R11: IF RM IS AL_ST2 THEN RM_color IS LIGHT     

YELLOW. 

R12: IF RM IS AL_ST3 THEN RM_color IS 

YELLOW. 

R13: IF RM IS AbL_ST1 THEN RM_color IS LIGHT   

ORANGE. 

R14: IF RM IS AbL_ST2 THEN RM_color IS 

ORANGE. 

R15: IF RM IS AbL_ST3 THEN RM_color IS 

BROWN. 

R16: IF RM IS OL_ST1 THEN RM_color IS LIGHT 

PINK 

R17: IF RM IS OL_ST2 THEN RM_color IS PINK 

R18: IF RM IS OL_ST3 THEN RM_color IS DARK 

PINK. 

R19: IF RM IS OL_ST4 THEN RM_color IS LIGHT 

RED. 

R20: IF RM IS VOL THEN RM_color IS RED. 

R21: IF RM IS NO_DATA THEN RM_color IS  

BLACK. 

f. Putting the value for red component in the 

first array, green component in the second 

array and blue Component in the third array 

according to radiation measurement color 

produced from step number five. Hence the 

three images are ready for forming the RGB 

image which is the digital radiation image. 

g. To make the final image more clear increase 

its width by repeating each pixel in every 
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row four times. So, the resulted image 

dimension is 365 × 1512. 

Fig. 3a shows how to implement the pervious 

steps for Gamma radiation station located in Cairo 

city in Egypt. The starting date at one January 2007 

from 12:00 am to 1:30 am and the ending date is at 

three January 2007 from 12:00 am to 1:30 am.  

The final image resolution in Fig. 3a is sex 

columns and three rows. Gamma levels 

measurements with negative values means missed 

data or unregistered measurement.   

Fig. 3b shows the final output result which is 

Digital Radiation image for Gamma radiation station 

located in Cairo city in Egypt at 2007. This digital 

radiation image expresses the all registered and 

unregistered Gamma radiation measurements at year 

2007. 

 

Using image restoration technique for prediction 

of Gamma radiation levels 

Previous section led us to use an image 

processing technology to integrate the digital 

radiation image using image restoration technique. 

The main job from this technique is considering the 

black points in the digital radiation image as noisy 

points then covering those points. Our technique for 

restoration this points is accomplished by dividing 

the Gamma radiation image into two groups of micro 

images 
[6, 7]

. All micro images in both groups have the 

same size. The first group contains all micro images 

in which these images do not include any missed 

point.  The second group contains small sub-groups 

of micro images in which any image of them include 

at least one missed point. Each sub-group contains all 

micro images which are taken around every one 

missed point. Fig.4 shows how these processes are 

performed 
[8, 9]

. The color suggested for the missed 

point is the color of point of the same location in the 

same micro image from the first group. The next step 

is getting the color for every missed point by the 

color, which has the highest membership function 

value. The initial membership function of each color 

is determined by determining the number of all 

matching points n between each micro image from 

the sub-group which is from second group to each 

complete micro image from first group. Then the 

initial membership function is calculated from the 

equation (1) 
[10]

. 

Initial Membership = 10 
n
                   … … ….. (1) 

Many of initial membership functions for each 

color are created by repeating the previous step for 

the reminder of micro images of the sub-group which 

is from second group. The final membership function 

for any color is the sum of all initial membership 

functions that occurred with this color as shown from 

equation (2) 

Final Membership = 




ki

i 1

Initial Membership i    (2) 

 K is the number of occurrences for one color. 

 The color for the missed point is the color 

which has the highest final member ship value 
[11, 12]

. 

This algorithm is summarized in the following steps:-  

a. Suppose we have a digital radiation image X 

where image X has some missed points.  

b. Divide image X to a group of micro images Yi. 

Where    i = 0, 1, 2, 3, Number of micro images. 

c. The dimension of any Yi is (3 col × 3 row). 

d. All Yi images do not include any missed point.  

e. For every missed point N(J,K) take a micro 

images Zj surrounding  it.  

f. Dimension of Z is equal to dimension to Y. For 

all i , for all j , Compare each point in Zj with 

each point in Yi 
[8]

. 

g. If missed point coordinates in Zj is (u,v) then the 

color suggested for this point is the color of 

point coordinate (u,v) in Yi 
[9]

. 

h. IF number of matching points for any ZJ and YI 

= n then color initial member ship function =10
n
 

[10]
. Accumulate all initial member ship values 

for each color to get final member ship value for 

this color 
[11]

. 

i. The color of the missed point in Zj is the color, 

which has the highest member ship function 
[12, 

13]
.  

j. Repeat those steps for all reminder-missed 

points.  

Fig. 4 shows how to determine micro images for 

both of missed points and unmissed points. 

When there are some 3×3 neighborhoods for 

desired observation are unavailable this prediction 

algorithm will start to process all the missed points 

which their 3×3 neighborhoods for desired 

observation are available. The output result from this 

step is decreasing the number of missed points. This 

means that some of 3×3 neighborhoods for desired 

observation that were unavailable become available. 

So all unavailable 3×3 neighborhoods for desired 

observation can become available by repeating the 

prediction algorithm several times until the number 

of unavailable 3×3 neighborhoods is zero. 

 

3. Results and Discussion  

This model is implemented for forecasting the 

Gamma radiation levels measurements in ambient air. 

Fig. 5a shows a complete digital radiation image; Fig. 

5b   shows this image after making about 9105 

missed pixels which represent about 8.5% of the all 

pixels in the image via evenly distributed random 

function and Fig. 5c shows the image resulted after 

processing the image in Fig. 5b using the restoration 

technique in this model. The total number of accepted 
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points with error less than 10 % is 90 % from total 

missed point. Table 2 classifies the predicted missed 

pixels in Fig. 5c to three groups. This classification is 

performed according to prediction quality for each 

pixel. The first group represents the percentage of the 

predicted pixels in which their prediction quality is 

100% or their error is 0%. The second group 

represents the percentage of the predicted pixels in 

which their prediction quality is 90% or their error is 

10%. The third group represents the percentage of the 

predicted pixels in which their prediction quality is 

less than 90% or their error is more than 10%. The 

values of the prediction quality in table 2 are 

computed by getting the percentage error between 

each predicted value in Fig. 5c and its actual value 

from Fig. 5a. 

This model has a powerful feature in which this 

model can accomplish its task by only one type of 

measurements while other prediction models need at 

least three types of measurements. This means that 

this model produces accepted results by only one 

type of measurements and this is verified with 

measurements of gamma levels in this work. In the 

other side famous prediction models cannot be 

operated with one type of measurements. They need 

at least three types of measurements therefore the 

output result from this model is the best because 

other famous models will not produce an accepted 

output with the same data that is used by our 

prediction model. This means also that this model 

does not contradict the theory of modeling by 

suggesting reaching same accuracy that is resulted 

from famous models with less information. 

This feature makes this model less expensive 

than other models such as deterministic models and 

neural network models 
[14- 22]

. The deterministic 

models are mathematical models, physical models 

and chemical models. Both of deterministic model 

and neural network models require a large amount of 

data from different types of measurements. These 

types of measurements may be not available for the 

user. In this case, the user must buy the unavailable 

data to operate his or her model. On the other hand, 

the user can use only one type of data to operate 

Long term predication model or Short term 

predication model. 

This feature also saves a lot of money, effort 

and time because any other model requires money to 

buy the unavailable data and effort for insuring the 

quality for this data. These two steps will consume a 

lot of time. In the other hand this prediction model 

works with only one kind of data. This means that a 

lot of money, lot of effort and lot of time are saved by 

using this predication models. 

The major advantage from this model is that this 

model carries a great useful feature for some 

continuous monitoring systems. This continuous 

monitoring systems watch a unique elements such as 

Gamma radiation levels (which is covered in this 

study), earth vibration levels, sea levels. These 

elements are unique because when using other 

models such as regression model or neural network 

model many kinds of data are required to initialize 

their operation and if these kinds of data are few or 

not exist as in case of continuous monitoring system 

for earth vibration levels then this prediction model 

becomes more suitable model for predicting the 

unique elements than regression model or neural 

network model. Table 3 summarizes the pervious 

comparison between this model and other famous 

models.  

The operations of this model are like the 

operations of the Artificial Neural Network ANN. 

The micro images in the first group are considered as 

a training dataset but this model needs only one 

training cycle in case of all 3×3 neighborhoods for 

desired observation are available while ANN needs a 

lot of training cycles. The micro images in the first 

group which is described in “Using image restoration 

technique for prediction of Gamma radiation levels” 

section contains the necessary training dataset for 

neighborhoods for desired observation as a predictor 

and training dataset for non- neighborhoods for 

desired observation as other predictor. 

Since both of this model and ANN model are 

constructed from training dataset this model has the 

same problem of ANN model. The performance of 

this model is affected by the amount of the training 

data. If the amount of the training dataset is low or 

the number of missing pixels is high the quality of 

the performance for this model will be reduced and if 

the amount of the training dataset is low or the 

number of missing pixels is low the quality of the 

performance for this model will be increased. This 

fact is verified by applying experimentation to the 

prediction of this model with different ratios of 

missing pixels. When the ratio of missing pixels is 

less than or equal 15% the performance of the 

prediction quality is varying linearly from 95% to 

90%. When the ratio of missing pixels is greater than 

15% and less than or equal 30% the performance of 

the prediction is varying linearly from 90% to 83%. 

When the ratio of missing pixels is greater than 30% 

and less than or equal 40% the performance of the 

prediction quality is varying linearly from 83% to 

70%. When the ratio of missing pixels is greater than 

40% the performance of the prediction quality is not 

accepted. In other wards the limitation of this model 

is done when the ratio of missing pixels is greater 

than 40%. 

There is a special problem with this model or 

another limitation. This limitation is seldom 
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happened when the frequency distribution for the 

magnitude of one value in the training dataset is very 

high. In this case the output from the prediction 

model also has high frequency distribution for the 

same value. The good illustration of this limitation is 

a period between October and November on Fig. 6b. 

The output data of this period seems to be non-

meaningful but the prediction performance is not 

affected from this limitation because this output 

reflects the nature behavior of the training dataset 

which is also the nature behavior of the actual output.   

Important information can be obtained in just 

few minutes by watching the digital radiation image 

in Fig. 5a    such as the value of maximum and 

minimum measurements in the year and date of them, 

the most repeated measurement value in the year and 

the number of times that the radiation station did not 

work with their date and time. As shown in Fig. 5c    

the following information can be estimated in few 

minutes about Gamma radiation measurements in 

Cairo city in 2007. 

a. Maximum measurements value is recorded in 

the period from 7
th

 March to 15
th

 November 

from 8:00 am to 10:00 am and their values are 

AL_ST1 and AL_ST2 in 2007. 

b. Minimum measurements value is UL_ST2 at 

various times in the year. 

c. The most repeated value in year 2007 is 

UL_ST6. 

d. The number of days that the station did not 

work in year 2007 is about seven days, two days 

in the first week of June, two days in the third 

week of July and three days in the fourth week 

of July. 

Fig. 6a shows the digital radiation image for 

Cairo city at 2010. This digital radiation image shows 

that there are some days do not have any 

measurements. Fig. 6b shows the same digital 

radiation image after applying our model. Fig. 5d 

shows the keys for colors in each image with their 

fuzzy values. 

Table 1: Fuzzy values for gamma radiation levels. 

 

 

Fuzzy Number Linguistic meaning Fuzzy value 

UL_ST1 Under allowed limit stage one 0<= UL_ST1 <= (0.044* Allowed limit) 

UL_ST2 Under allowed limit stage two UL_ST1< UL_ST2 <= (0.087* Allowed limit) 

UL_ST3 Under allowed limit stage three UL_ST2< UL_ST3 <= (0.13* Allowed limit) 

UL_ST4 Under allowed limit  stage four UL_ST3< UL_ST4 <= (0.174* Allowed limit) 

UL_ST5 Under allowed limit  stage five UL_ST4< UL_ST5 <= (0.217* Allowed limit) 

UL_ST6 Under allowed limit  stage  six UL_ST5< UL_ST6 <= (0.261* Allowed limit) 

NL_ST1 Near from allowed limit  stage one UL_ST6< NL_ST1 <= (0.304* Allowed limit) 

NL_ST2 Near from allowed limit  stage two NL_ST1< NL_ST2 <= (0.348* Allowed limit) 

NL_ST3 Near from allowed limit  stage three NL_ST2< NL_ST3 <= (0.393* Allowed limit) 

AL_ST1 At allowed limit  stage one NL_ST3< AL_ST1<= (0.435* Allowed limit) 

AL_ST2 At allowed limit  stage two AL_ST1< AL_ST2<= (1.304* Allowed limit) 

AL_ST3 At allowed limit  stage three AL_ST2< AL_ST3<= (2.174* Allowed limit) 

AbL_ST1 Above allowed limit stage one AL_ST3< AbL_ST1<= (3.04* Allowed limit) 

AbL_ST2 Above allowed limit stage two AbL_ST1< AbL_ST2<= (3.91* Allowed limit) 

AbL_ST3 Above allowed limit stage three AbL_ST2< AbL_ST3<= (4.34* Allowed limit) 

OL_ST1 Over allowed limit  stage one AbL_ST3< OL_ST1<= (13.04* Allowed limit) 

OL_ST2 Over allowed limit  stage two OL_ST1< OL_ST2<= (21.73* Allowed limit) 

OL_ST3 Over allowed limit  stage three OL_ST2< OL_ST3<= (30.43* Allowed limit) 

OL_ST4 Over allowed limit stage four OL_ST3< OL_ST4<= (34.18* Allowed limit) 

VOL Very over allowed limit VOL > OL_ST4 

NO_DATA No data recorded at this date Ø 



Life Science Journal, 2012;9(1)                                                 http://www.lifesciencesite.com 

http://www.lifesciencesite.com        editor@ Life Science Journal.org 706 

 

Table 2: Classifying the predicted pixels according to their predication quality 

 

Table 3: Forecasting using digital image processing and other famous models 

 Forecasting gamma radiation 

levels using Digital image 

processing 

Deterministic models and Neural network models 

Input One kind of measurements At least three kinds of measurements 

Performance Maximum average error = 9.5% 

Prediction quality = 90% 

With the same dataset that is used with our forecasting using 

digital image processing both of deterministic models and 

ANN models will not operate because this dataset is 

insufficient input to initialize their operations [14- 22]. 

 

Cost Only one kind of measurements Total price of all unavailable kinds of necessary 

measurements. 

Time Few minutes for operation time Time spent for getting and insuring the quality of the 

unavailable kinds of necessary measurements + Few minutes 

for operation time = few days 

Applications Continues monitoring systems, 

market forecast, environmental 

decision-making, and Continues 

monitoring systems for unique 

elements 

Continues monitoring systems, market forecast, 

environmental decision-making 

 

 

 
 

Figure 1     Presentation of digital image by (a) digital   monochrome image, and (b) digital (RGB) color 

image  

 

Groups from  predicted pixels 

% of The amount of each 

group to amount of all 

predicted pixels. 

First Group:  Predicted pixels that their prediction error is 0%  53% 

Second Group :  Predicted pixels that their prediction error is less than 10% 37% 

Third Group: :  Predicted pixels that their prediction error is more than 10% 10% 

Average Error 9.5% 

Total accepted output 90 % 
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Figure 2     Presentation of digital measurements image by (a) digital monochrome measurements image and, 

(b) digital (RGB) measurements color image 

 

Figure 3     Steps for creating small digital radiation image as shown in (a) and Digital Radiation image for 

Cairo city at year 2007 as shown in (b) 
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Figure 4     Digital radiation images X which is presented by a rectangle, gray circles are missed points, Y1 to 

Y9 is micro images and Z1to Z9 is micro images that are surrounding the point number 35. 

 

 

Figure 5    Digital radiation image for Cairo at 2007 without missed points (a), digital radiation image for 

Cairo at 2007 after making some missed day (b), Image resulted after processing the image in (b) 

using the restoration technique in this research (c) and color keys for each point in digital 

radiation image with their fuzzy values (d). 
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Figure 6     Actual digital radiation image for Cairo at 2010 (a) and digital radiation image for Cairo at 2010 

after processing all missed points (b), Image resulted after processing all missed points in image 

(a) using the restoration technique in this research.  

 

 

Conclusions 

The results from this model are good enough to 

depend on them for forecasting, recognizing the 

artificial or strange phenomena, covering lost or 

missing data and making a temporally monitoring 

system. This model is better than other famous 

models when the prediction is only required and only 

one type of measurements is available because this 

model is designed to overcome the common 

limitation with famous prediction models. This 

common limitation is that the famous prediction 

models need at least three types of measurements to 

start their operations. 

This model can be used in many applications 

such as continuous monitoring systems, market 

forecast and environmental decision-making and this 

model becomes more suitable model for predicting 

the unique elements than regression model or neural 

network model. 

Digital Radiation image is more useful tool than 

other conventional data visualization tools for 

watching a huge number of measurements which is 

included in a database of any digital monitoring 

system. It is a good tool for making a quick analysis 

for radiation measurements because it has the ability 

to include thousands of measurements in a very clear 

form through only one picture. In the other side, the 

maximum number of measurements does not exceed 

100 for other conventional data visualization 

methods. This picture helps the user to study and 

analyze the behavior of these measurements in few 

minutes instead of spending few hours in reviewing 

hundreds of charts for the same measurements. 

Therefore, a huge amount of effort and time is saved 

by using the digital radiation image.  

The novel components in this work which are 

measurement image and prediction model which is 

derived from measurement image can be used for 

other purposes. The measurement image can be used 

as a visual database for measurements. The main 

advantage from this database is that the user can 

perform a quick query without using a computer. Our 

prediction model can be used to integrate or assist the 

preparation processes to operate the famous 

prediction models when there are some missing data 

in one or more than one type of measurements.  The 

two novel components which are introduced in this 

work also presented a new field for modeling, data 

analysis and data mining. 
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