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Abstract. The estimation task of unknown parameters based on experimental data is proposed to solve taking into account the consequences of estimation errors. For this purpose the criterion of optimality which includes the weights (costs) of errors should be stated. This allows us to construct the optimum critical regions for testing competing parametrical hypotheses using variation methods. Applying the variation approach there is no more need in using confidence levels and confidence intervals as there is an opportunity to find the optimum values of estimates which are best corresponded to available experimental information. In general the optimum estimates received in this way should not coincide with maximum likelihood estimates. The examples are given below in the work.
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Estimates when parametrical hypotheses are accepted and comparison them with maximum likelihood estimates

The fact that taking into account weights of errors when parametrical hypotheses are being accepted results in difference of parameter’s estimate and maximum likelihood estimate is presented here.

Finding the values of unknown parameters of distribution laws is a widespread practical task [1,2,3,4]. Let us consider for the example the estimation of exponential distribution parameter on the basis of experimental results. The maximum likelihood estimate \( \hat{\lambda} \) for parameter \( \lambda \) will be the following:

\[
\hat{\lambda} = \frac{n}{\sum_{i=1}^{n} \xi_i},
\]

where \( n \) – sample size, \( \xi_i \) – sampled values.

However there are always doubts about applying this estimate in a real practice when we have \( \xi_i \) as concrete values \( x_i \) obtained in the experiment. Therefore \( \hat{\lambda} \) is the random variable and the true value of parameter is stayed unknown. More than that, when we have small sample size considerable errors could appear in estimation of the true value of parameter.

There is another way to choose the value of unknown parameter on the basis of application of variation approach [5,6,7]. In this case we do not consider just a simple estimation of a value of the unknown parameter, but we pay main attention to making decision about the optimum value of parameter on the basis of experimental data analysis. This approach could be successfully applied for testing both simple and composite competing hypotheses about unknown parameter [7].

Let us consider a simple illustrative example, when the following optimum criterion is provided:

\[
J = p_1[I_1(1-\alpha_1) + I_2\alpha_1] + p_2[I_1\alpha_2 + I_2(1-\alpha_2)]
\]

where:

\[
\alpha_1 = \int_W \int p_H(x_1,\ldots,x_n)dx_1\ldots dx_n
\]

– probability of type I error;

\[
\alpha_2 = \int_{\overline{W}} \int p_H(x_1,\ldots,x_n)dx_1\ldots dx_n
\]

– probability of type II error;

\( W \) – critical region of hypothesis \( H \), \( \overline{W} \) – the region opposite to critical region \( W \);

\( p_H(x_1,\ldots,x_n) \), \( p_{\overline{H}}(x_1,\ldots,x_n) \) – the distribution laws of a sample in case of hypotheses \( H \) and \( \overline{H} \).
$I_{11}, I_{12}, I_{21}, I_{22}$ – have a sense of weights (costs) of probable situations and characterize the quality of made decisions (actually they take into account the consequences of the made decisions).

As the critical region $W$ is defined by partition of sample space, which is made by function $x_n = \varphi(x_1, \ldots, x_{n-1})$, the value of $J$ is depend on this function and $J$ is functional.

The statement (2) could be written as the following expression:

$$J = C_0 + A\alpha_1 + B\alpha_2,$$

where

$$C_0 = p_1I_{11} + p_2I_{22}, \quad A = p_1(I_{12} - I_{11}), \quad B = p_2(I_{21} - I_{22}),$$

and therefore

$$J = C + \int f(x_1, \ldots, x_{n-1})P(x_1, \ldots, x_{n-1})dx_1 \cdots dx_{n-1},$$

(3)

where symbol $\varphi$ means function

$$x_n = \varphi(x_1, \ldots, x_{n-1})$$

which is argument of the functional.

Let us calculate the variation $\delta J$ of functional $J$ according to the famous rule:

$$\delta J = \frac{\partial}{\partial \lambda} J(\varphi + \lambda \eta), \quad \text{when} \quad \lambda = 0 \quad (\text{here} \lambda \quad \text{is a real argument, symbol} \eta \quad \text{means variation of functional argument depending on} \quad x_1, \ldots, x_{n-1}).$$

Differentiation is being done on upper limit of the integral:

$$\delta J = \left[ \frac{\partial}{\partial \lambda} \int f(x_1, \ldots, x_{n-1}) \right] \varphi + p_1(x_1, \ldots, x_{n-1})dx_1 \cdots dx_{n-1}.$$

Using the main lemma of variation calculation we will obtain the extremum conditions for the functional:

$$P_{\varphi}(x_1, \ldots, x_{n-1}, \varphi) = CP_{\varphi}(x_1, \ldots, x_{n-1}, \varphi), \quad (4)$$

where $C = A/B$.

Solution of the equation (4) for variable $\varphi$ will give us the expression for partition boundary of the sample space that is similar to the boundary defined according to the Pearson's theorem [1].

However, at the variation approach the value of $C$ depends not only on the probabilities of type I and II errors, but also on the costs (weights) of errors $I_{11}, I_{12}, I_{21}, I_{22}$.

Note that the constant $C_0$ could be omitted at the construction of critical region and the quality functional of statistical testing (3) could be more simplified: $J = A\alpha_1 + B\alpha_2$. In general the expression of optimum criterion for statistical test should be chosen on the basis of practical expediency.

The constant $C$ could be calculated from the optimum conditions of statistical test using quality characteristics $I_{11}, I_{12}, I_{21}, I_{22}$ of made decisions. It is clear that the value of the constant $C$ completely defines optimum values of probabilities of type I and II errors because the partition of sample space was constructed using the boundary (4). On the basis of Pearson’s theorem it is not possible to choose the optimum couple of probabilities of type I and II errors – it only gives the chance to minimize the probability of one type of error when we preliminary have the value of other type of error. On the contrary, using the variation approach we can at all not be interested in received probabilities of type I and II errors.

Let us show on the example of exponential law that maximum likelihood estimate of unknown parameter generally speaking should not coincide with accepted parametrical hypothesis. Using the expression (4) we will consider competing of two simple hypotheses: $\lambda = \lambda_1$ (this is hypothesis $H_1$) and $\lambda = \lambda_2$ (this is hypothesis $H_2$). For clarity we suppose that $\lambda_1 < \lambda_2$. In the simplest case, when the values $I_{11}, I_{12}, I_{21}, I_{22}$ are constant (do not depend on the errors), variation approach will leads to critical region defined by the expression:

$$\prod_{i=1}^{n} \lambda_2 \exp(-\lambda_2 x_i) \geq \prod_{i=1}^{n} \lambda_1 \exp(-\lambda_1 x_i).$$

According to the expression (4) the boundary of critical region will be described by the equation:

$$\lambda_2^n \exp(-S\lambda_2) = C\lambda_1^n \exp(-S\lambda_1),$$

where $S = \sum_{i=1}^{n} x_i$.

Note that $S = \sum_{i=1}^{n} \bar{x}_i$ is sufficient statistics and for accepting or rejecting one of the competing hypothesis the boundary value should be imposed [7]:

$$S_g = \frac{1}{\lambda_2 - \lambda_1} (n \ln \frac{\lambda_2}{\lambda_1} - \ln C). \quad (5)$$

If $S < S_g$, then the one hypothesis is accepted, if $S > S_g$ the other hypothesis is accepted.
It is clear, that accepted parametrical hypotheses depend on a constant \(C\) and the accepted value of unknown parameter in general should not coincide with the experimental maximum likelihood estimate.

Let us consider a numerical illustration. We suppose that 100 products were tested and the sum of times of their non-failure operation was equal to \(S = 10^5\) hours. Numerical value of failure rate received by maximum likelihood estimate is equal to \(\hat{\lambda}_0 = 10^{-3}\) per hour. We will suppose that one of the competing hypotheses \(H\) claims that \(\lambda = \lambda_2 = 10^{-3}\) 1/hour. Let us put forward the other competing hypothesis \(H_1\) (alternative) that states \(\lambda = \lambda_1 = 10^{-4}\) 1/hour. Then it is possible to choose such values of a constant \(C\) when the hypothesis \(H\) could be accepted. Such values are defined by the equation: \(S < S_g\), which could be expressed in more detailed formula:

\[
S < \frac{1}{\lambda_2 - \lambda_1} (n \ln \frac{\lambda_2}{\lambda_1} - \ln C).
\]

Actually according to the expression (5) the boundary value \(S_g\) depends on a constant \(C\). We suppose that in the considering example the constant \(C\) has such a value that the value \(S_g\) exceeds the experimental value \(S = 10^{-5}\) 1/hour. For this purpose according to the expression (5) it is enough to set the constant \(C\) satisfying to an equation:

\[
\frac{1}{\lambda_2 - \lambda_1} (n \ln \frac{\lambda_2}{\lambda_1} - \ln C) > 10^5.
\]

In this case the more preferable will be the value \(\lambda = \lambda_2 = 10^{-4}\) 1/hour that, as it was expected, does not coincide with the experimental value of maximum likelihood estimate.

Such analysis of experimental data allows us to move the hypothesis \(H_2\) towards the hypothesis \(H_1\) until the situation when the hypothesis \(H_2\) could be accepted, and this could be treated as a method for receiving an estimate of unknown parameter, if hypothesis \(H_1\) defines acceptable region for unknown parameter [8].

Important feature of variation approach is that there is no need in creating confident intervals and no problem of a choice of the value of confident probability. Particularly it simplifies the analysis of experimental data when expressions of maximum likelihood estimates are specific. For example, in case of limited testing time when products are being tested (time interval of testing is \(T\)), the maximum likelihood estimate for parameter \(\lambda\) is the following [4]:

\[
\hat{\lambda}_p = \frac{k}{\sum_{i=1}^{k} t_i + (n-k)T},
\]

where \(k\) - the number of equipment failures that were registered during the time interval \([0; T]\).

Testing of parametrical hypotheses in case of limited testing time could be performed according to the recommendations specified in work [9]. It is important to emphasize that the variation approach allows us to take into account the weights (costs) of errors as a function of values of these errors at accepting of the parametrical hypothesis [6, 10].

In conclusion it is important to say that in general the most correct choice of the value of unknown parameter should be made on the basis of experimental data analysis including the effects from the type I and II errors. That is exactly what the variation approach allows us to achieve with using the criterion of optimality for choice of the most rational decision.
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