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Abstract: This research investigated the relationship between types of image retrieval: text based image retrieval 

(TBIR), content based image retrieval (CBIR), and text-content based image retrieval (T-CBIR) and students’ 

wholist/analytic (W/A) and verbal/ imagery (V/I) cognitive styles on student visual thinking. A quasi-experimental 

3x4 factorial design was employed. Independent variables were three types of retrieval and four models of cognitive 

styles, the dependent variables were visual thinking scores. The research sample consisted of (141) students from the 

Faculty of Education, Ain Shams University who were randomly assigned to groups. Analysis of variance (one and 

two) (ANOVA), Partial Eta Squared, and scheff'e post hoc comparison was employed to analyze data. The results 

confirms that T-CBIR is better than CBIR and TBIR, imagery students significantly outscored verbal students but 

without any difference between Wholist and Analytic students, TBIR is better than T-CBIR and CBIR to Verbal 

(wholist or -Analytic) students and T-CBIR is better than CBIR and TBIR to imager (wholist or -Analytic) students. 
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1. Introduction 

Within the technology of education, instructional 

images are very important tools and they play a major 

role in making the content easy to understand and 

retrieve. These images attract the attention of the 

learner and evoke his interest and help him recall its 

related written information (Rahim et al., 2013; 

Mundher et al., 2014). It also helps to reflect the 

meaning and the verbal practices. The image is also 

considered as one of the main resources of the visual 

learning system which aims at improving the learners’ 

abilities in taking advantage of what is shown to him 

visually, and this is in order to make desired 

behavioral effects through a framework that allows 

interactions between the image and the learner. 

However, visual based learning doesn’t only relate to 

extracting information from images, but goes further 

to include both educational design processes that can 

be used in learning and the theories that are based on 

organizing the visual learning processes (Saba and 

Alqahtani, 2013) 

The instructional image is considered one form 

of learning resources that has been affected by digital 

technology; where image processing increase quickly 

and is affected by technological progress in the field 

of digital photographing, computer processing, storage 

devices, and production and retrieving processes 

(Lung et al., 2014; Muhsin et al., 2913; Rahim et al., 

2012). No doubt, this technological progress has 

contributed in providing the educational digital image 

in great numbers through a number of web pages, 

database and web applications and other systems such 

as virtual libraries and virtual museums. However, the 

main problem lies in how the learner can have an 

access to a specific instructional image among 

unlimited number of images and through retrieval 

processes that can happen by using search engines. 

Digital image search engines are considered a tool to 

automatic inventory of the stored digital images on the 

web, and re-present them as output on the search 

engine pages based on retrieval criteria that a learner 

specifies while searching (Alqahtani,and  Saba, 2013; 
Meethongjan et al., 2013). 

Many literatures pointed out to the existence of 

three reliable basic retrieving in the retrieving 

processes of digital images through the search engines. 

The first type is the text Based Image Retrieval (TBIR) 

where the learner inserts a group of contextualized key 

words that belong to the image or 

characteristics ,whatever related to its components in 

the search engine .Based on that ,the search engine 

recalls the digital image that represents these text 

entries; whereas ,the second type is the one that is 

called the Content Based Image Retrieval(CBIR) 

(Haron et al., 2011). The word content means the 

graphic characteristic of the image itself where search 

is carried out for texture ,color ,size, shape or layout 

or looking for similarities of the image as one unit 

which is termed as search by similar. In addition to the 

previous two types, there is a third one which is called 

Text-Content Image Retrieval(TCBIR) which is the 

type that encompasses or integrates the two types in 
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one form that allows the user to look for via both text 

and visual characteristics of the image (Joudaki et al., 

2014; Rad et al., 2013; . The current research tries to 

identify which retrieving type is appropriate for the 

learners, particularly, in the light of the scientific 

studies that indicate every type of the retrieving has 

characteristics that may encourage to use it as a main 

type of research (Elahi, et al., 2009; Zhu et al., 2010; 

Rahim et al., 2013). No doubt identifying which type 

of retrieving is appropriate requires observing the 

specific traits and potentials of learners. The cognitive 

style are considered one of the most important 

preparations where we could explain the diversity 

among learners in the cognitive processes. The more 

individuals are distinguished in their cognitive 

structure, the more they will be able to respond in a 

distinguished manner in different situations, whereas, 

those less distinguished individuals in their cognitive 

structure have less response and more interventionist. 

The cognitive style is therefore the distinguished 

method in which learners think through in a specific 

problem, and then find out solution in different 

available methods. 

In this context, Magoulas, et al., (2004,); Yuan& 

Liu (2011) mentions that search engine depends not 

only on developing appropriate architectures, but also 

on incorporating human factors considerations. Also 

Clewley, et al., (2010) believes that "cognitive style 

has been identified to be significantly influential in 

deciding users' preferences of search engines". 

It could be said that the cognitive styles (wholist 

/ analytic), (verbal-imagery) as one of the most 

important styles related to the learner aptitudes for the 

use of search engines via the web (Kinley& 

Tjondronegoro,2010,; Yuan& Liu, 2011). Learner 

when using search engines can be classified and 

described according to the pervious cognitive styles as 

follows: learner who located into the wholist–analytic 

cognitive style tend to process information in wholes 

or parts, while those who located into the verbaliser-

imager cognitive style tend to think in words or 

images when they represent information. (Leem2007) 

In the context of talking about scientific studies, 

which focused on the relationship between the search 

via the web and cognitive styles, Kinley, et al., (2010) 

explained the relationship between the search via the 

web and cognitive styles the results indicated that a 

significant relation between Web search behavior and 

user cognitive styles.. 

Yuan & Liu (2011) designed a study to 

investigated the effect of cognitive styles on users’ 

information-seeking task performance using an 

information system called Web of Science. Results 

demonstrated that users’ cognitive styles did not 

impact their search performance. 

The previous studies that have been presented 

have focused on some of the variables search tools via 

the web with the cognitive style (wholist-analytic) 

style and (verbal-imagery). Other studies have focused 

on the relationship between the variables of designing 

searches via the web and other cognitive styles as field 

dependent versus field independent (Magoulas, et al., 

2004; Kim, 2005; Faiola& Matei, 2005; Clewley, et 

al., 2010; Ahmad et al., 2014). This shows the 

importance of going towards linking study structural 

variables of search engines and cognitive styles. 

Also other studies focused on building models 

for image search engines such as Smith (1996) which 

describes a highly functional prototype system called 

The Visual SEEk aims at searching by visual features 

for images. The VisualSEEk system allows the user to 

perform the queries by diagramming spatial 

arrangements of color regions. The system picks the 

images that contain the most similar arrangements of 

similar regions. The study of Funkhouser, et al. (2003) 

has presented a web-based search engine system that 

supports queries based on 3D sketches, 2D sketches, 

3D models, and/or text keywords. Fogarty, et al. 

(2008) study proposed an interactive system to search 

for images called (CueFlik) which is a Web image 

search application that allows end-users to quickly 

create their own rules for re-ranking images based on 

their visual characteristics. Joseph& Balakrishnan 

(2011) suggested system uses multiple image queries 

for finding desired images from database. The 

different queries are connected using logical operation. 

The proposed system is used for retrieving similar 

human face expressions. The findings showed that the 

use of multiple queries has better retrieval 

performance over single image queries. Finally, Gui, 

et al. (2009) proposed an improved image retrieval 

framework when querying with an image. This 

framework combines textual description of the image 

and features (such as color, texture and shape) that can 

be extracted from the images. This is all appears 

within the same search engine interface. 

In the framework of the researcher discussion 

with some workers in the technological development 

centre and some workers in the field of designing 

educational web sites, disinterest was evident in 

designing educational image search engines on 

scientific basis that defines the appropriate retrieval 

type for the learners in the light of their potentials and 

readiness. The majority of search engines are build 

based on the digital image retrieval through the web 

via the use of key words without paying attention to 

any graphic design of the image, and without 

considering the intended learning outcomes which the 

search engines should develop in the learner as it is 

one of electronic learning tools that can be used as an 

integrated electronic system, or a sub- system for most 
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available electronic systems. In the learning 

environment Search engine is a key tool in the e-cours, 

e-libraries, e-museums and electronic classes and 

other electronic learning systems. Therefore, being 

interested in them and ways of developing them on 

learning bases is considered among issues we have to 

cater for. 

In addition, many courses in the area of 

instructional technology such as showing devices, the 

computer system and museums& exhibitions course 

need for many instructional images so that such 

images can assist in achieving goals of these courses. 

This means heading towards designing data bases for 

instructional images which include methods of 

retrieving and should be explored through scientific 

studies so as to help the educational process. 

Thus, we conclude that the study of types of 

retrieving such as: TCBIR, CBIR ,and TBIR that are 

related to digital images through the web need more 

scientific studies but within the framework of 

interaction with wholistic/ analytic and verbal/ 

imagery where type of digital images that are more 

appropriate for the learner's cognitive style is 

identified by developing the visual thinking in the 

learner. The scientific studies in this area were scanty; 

and most of it was interested in retrieving processes of 

ordinary web pages. 

Literature Review 

1- Instructional Images Search Engines: 

Interest in the potential of digital images has 

increased enormously over the last few years, fueled 

at least partially by advanced technology in scanning, 

image processing, networking, compression and have 

led to the generation of large online collections of 

images. These collections have created a need for new 

methods to locate specific images. Eakins& Graham 

(1999) assures that the Image search engines became 

indispensable tools for learners who look for image 

from a variety of images via Web. Users can inquire 

from these engines about any image to access it and 

then interact with it according to his need (Kaur, et al., 

2011). Based on this Wang, et al. (2007) defines 

Image search engines as tool that can "collect and 

index images from other sites and attempt to give 

access to the wide range of images available on the 

Internet". 

Therefore, we can say that instructional image 

search engines are the engines that are being 

developed via the web to achieve the instructional 

goals, so that the learner can retrieve images relevant 

to subjects learning according to the specific activities 

carried out by him, and thus instructional image 

search engines become one of the tools in e-learning 

that allows the learner access sources of graphic 

information to serve the diverse learning situations 

that pass by without any Time or spatial restrictions. 

Dooley, et al. (2005) confirms that the image 

search engines are the most important tools of e-

learning and distance education that allow the learner 

access visual information that can support different 

learning situations. levenen, m. (2010) states that if 

the benefits and advantages of image search engines 

are significant in many applications, then they should 

clarify ideas from images in the learning process 

(images to illustrate ideas). Potter (2010) considers the 

image search engine as one of the important tools used 

for the development of thinking in general and critical 

thinking, in particular, the development of research 

skills. The researcher believes that the image search 

engines have many benefits in the learning process, 

for example, strengthening the visual learning system, 

facilitating comparisons among many of the visual 

material, provide an interactive environment where 

the learner can interact with the image, and get more 

of about size of the image, add comments, and send to 

a friend. This is in addition to sorting and classifying 

images according to image features as color, shape, 

size etc. No doubt that all these features support the 

importance of employing image search engines in the 

learning process, especially in light of this big 

growing field of digital image across the web. 

2- Images retrievals types: 
it can be said there are three types of image 

retrieval techniques. The first is text based image 

retrieval (TBIR), the second is content based image 

retrieval (CBIR). A basic difference between TBIR 

and CBIR is related to the values of textual and visual 

information in image retrieval, the third is Text and 

Content Based Images Retrievals (TCBIR) which 

combines between textual and visual information in its 

image (Vani& Raju,2010) 

2-1- Text Based Images Retrievals (TBIR): 
Text-based image retrieval (TBIR) is also known 

as annotation-based image retrieval (ABIR). The use 

of the term text-based image retrieval is to describe 

the process of retrieving images from databases on the 

basis of textual description of the image using 

metadata. The usual reason to annotate images (i.e. 

add metadata to it) is to simplify access it. The 

metadata can, for instance, be information like 

location, time, what the image is about, who is on the 

image and who captured it.., if the images are 

completely described by a textual annotation, then 

many image searches can be done effectively by text 

search techniques (Vani& Raju, 2010; Raheja & 

Gupta,2011). 

Aarbakke (2007) confirms the need to "separate 

between text based image retrieval techniques that use 

the surrounding text of the image and text based 

techniques where each image or image collection is 

annotated. The approach that deals with surrounding 

text searches the keywords that are physically close to 
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the image". This way to retrieve images is based on 

the assumption that the surrounding text describes the 

image. There might be web pages where the 

surrounding text has nothing to do with the image. In 

these cases the returned results might be irrelevant and 

have nothing in common with the requested image. 

In TBIR, there are two major approaches to 

image retrieval: annotation stands for the process of 

describing images, and retrieval stands for the process 

of finding images (Styrman, 2008, 1.). The text-based 

technique first annotates the images with text, and 

then uses text-based database management systems to 

perform image retrieval (Fauzi & Lewis, 2008). The 

annotator has to write a textual description of an 

image using natural language. After the description 

has been created, it is linked to an image. To facilitate 

the retrieval, the annotators have to take into their 

account the possible use of thesauri that constrain and 

guide the use of vocabulary. A thesaurus is a 

collection of natural language words that specifies the 

vocabulary in some specific domain (Styrman, 2008). 

Based on the above, it can be said that the goal of 

annotation of images is to assign semantically 

meaningful information to images. Text is the most 

common and relevant way of annotation (Aarbakke, 

2007; Raheja.& Gupta, 2011). Annotation operations 

depend on the metadata which is structured 

information that describes, explains, locates, or 

otherwise makes it easier to retrieve, use, or manage 

an information resource. Metadata is often called 

“data about data” or “information about information” 

(Hodge, 2004,1). 

Styrman (2008) mentions that the metadata that 

describes images could be roughly divided into two 

parts. One part is concerned with the concepts that 

give information about the creator of the image, and 

tools used in the process of creating the image and 

other explicit properties of that image. The other part 

describes what is actually there in the image, the 

implicit properties that can be understood by 

perception of the image itself. These two parts cannot 

be clearly separated, and both have to be taken into 

account when analyzing an image. 

There are advantages of TBIR: It is the only way 

to search for the semantics of the image, it is the most 

commonly used technique for image retrieval and it is 

easy to construct queries. There is no need for tools 

for drawing, or audio recognition or other advanced 

tools for constructing queries, and finally the retrieval 

is fast (Aarbakke, 2007). 

But In the context of talking about disadvantages 

of text-based image retrieval, we can say this 

approach can fail when: (1) image are not annotated, 

(2) image are annotated with a specific or derivative 

keywords, (3) Visually different images can have the 

same keywords, (4) visually similar images could be 

labeled by very different keywords, (5) when relevant 

keywords are unknown to the learner, or (5) when 

keywords of interest are not known at the time the 

image was annotated. (Funkhouser, et al., 2003; 

Fogarty, et al., 2008) 

Another problem in TBIR is motivated lexically 

rather than conceptually. “Lexically motivated” means 

that TBIR operates on the word-level instead of the 

level of the meaning of words, and this leads to 

irrelevant search results in images retrieval. So some 

researches suggested that the idea of ontologies is that 

they are conceptually motivated, i.e., can be used to 

express the intended meaning of things, and not just 

words as textual strings. (Styrman, 2008) 

2-2- Content Based Images Retrievals (CBIR): 
Content-based image retrieval (CBIR) is also 

known as query by image content (QBIC) and 

content-based visual information retrieval 

(CBVIR).Content-based image retrieval (CBIR) is 

known as query by image content (QBIC) and 

content-based visual information retrieval (CBVIR). 

The term of content-based image retrieval is using to 

describe the process of retrieving images on the basis 

of features (such as color, texture and shape) that can 

be extracted from the images themselves (Vijay& 

Anitha, 2008; Vani& Raju, 2010). 

Thus as mentioned above, representation of 

images needs to consider which features or Content 

Comparison Techniques are most useful for 

representing the contents of images, in this section 

some of the more commonly used types of feature 

used for image retrieval are described below. 

- Color retrieval: Retrieving images based on color 

similarity is achieved by computing a color histogram 

for each image that identifies the proportion of pixels 

within an image holding specific values. The color 

histogram for each image is then stored in the 

database (Vijay & Anitha, 2008). 

- Texture retrieval: Sakhar.& Nasre (2011) define 

Texture as "a feature that describes the distinctive 

physical composition of a surface". Textures are 

represented by pixels which are then placed into a 

number of sets, depending on how many textures are 

detected in the image. These sets not only define the 

texture, but also where in the image the texture is 

located (Eakins& Graham, 1999; Vijay& Anitha, 

2008). 

- Shape retrieval: The shape representations can be 

divided into two categories, boundary-based (or edge 

detection) and region-based (Tsai & Hung, 2008). The 

former considers the shape being composed of a set of 

two-dimensional regions, while the latter presents the 

shape by its outline (Partio, 2002; Elarbi-Boudihir et 

al., 2011; Haron et al., 2011, 2012). 

Several advantages have been cited in using 

CBIR for image analysis and retrieval such as ease in 
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extracting features from the image, ability to change 

extracted features to other form such as histogram, 

and ease in building an automatic process. However, 

disadvantages of CBIR include that most techniques 

to retrieve images based on their content require the 

user to query based on image concepts like color or 

texture, which most people are not familiar with (Jeon, 

et al., 2003). These visual contents do not allow users 

to query images by semantic meanings (Tsai & Hung, 

2008). 

There are also other three shortcomings with 

CBIR which restrict its practicability. Firstly, the 

precision of CBIR is usually unsatisfactory because of 

the semantic gap between user's comprehension of the 

image and machine capability to understand the 

semantics of images. Secondly, the efficiency of 

CBIR is usually low due to the high dimensionality of 

visual features. Thirdly, because the user must have a 

similar image at hand the query form of CBIR is 

unnatural for image search owing to the possible 

absence of appropriate example images (Elahi, et al., 

2009; Zhu, et al., 2010). In contrast, TBIR depends on 

the text information to carry through the image 

indexing and search. Compared with the visual 

information, text is essentially a kind of representation 

for image content from the view of human-being 

concepts and provided with the characteristics in 

terms of low dimension and easy description. 

Therefore, TBIR is a straightforward solution to 

conquer the disadvantages of CBIR (Zhu, et al., 2010; 

Saba et al., 2011; Katuka et al., 2014). 

2-3- Text-Content Based Images Retrievals 

(TCBIR): 
Text and Content Based Images Retrievals 

(TCBIR) also known as Visuo-textual fusion, which is 

a Composite system to search images from databases 

based on textual description of the image and features 

(such as color, texture and shape) that can be extracted 

from the images themselves. This style of retrieval 

depends on the combination of characteristics (TBIR) 

and (CBIR), and so the user can use these 

characteristics and interact with it through the same 

search engine interface (Barnard, et al., 2003; 

Tollari& Glotin, 2007) 

In this context, Clewley, et al., (2010) mentions 

that "Content-based (using only visual features) and 

text-based (using only textual features) image retrieval 

are two different approaches to retrieve images. A 

middle approach exists to combine text and visual 

information in the same framework. Many previous 

works show that combining text and visual 

information improves image retrieval". 

TCBIR is a composite processing that may 

involve both visual features and text in varying 

proportions, and may be the composite system for 

image retrieval: Interactive-Simple (User interaction 

using a single modality needs to be supported by a 

system) or Interactive-Composite (he user may 

interact using more than one modality (e.g., text and 

images). 

 

3- Who list–analytic and verbal–imagery cognitive 

style models: 
The term “cognitive styles” refers to the actual 

way an individual perceives and processes information. 

In this study we focus on the Wholist–analytic and 

verbal–imagery cognitive style because user 

preference for any type of retrieval may be related to 

cognitive style and characteristics of this type of 

retrieval that provides user easy access to the images 

that are looking for. So lewandowski (2006) confirms 

that it is essential to know how users interact with 

information retrievals systems in general and with 

search engines in particular. Based on this, Yuan& Liu 

(2011) believed that Wholist–analytic and verbal–

imagery cognitive style is related to the learner 

aptitudes for the use of search engines via the web 

(Yuan& Liu, 2011). 

"Wholists are thought to have an overall 

perspective on things and are able to see the whole 

picture relatively easily when presented with 

information. Analytics see the information as a 

collection of parts rather than as a whole and may 

select certain parts to focus upon. Consequently, both 

styles have strengths and weaknesses. Wholists are 

strong in drawing together fragmented information to 

see the whole picture, whereas analytics are good at 

breaking information down into its integral parts and 

analyzing each part separately. The wholist will have 

difficulty seeing beyond the whole and will find it 

difficult to separate information out into its integral 

parts and the different parts may blur into one. 

Analytics on the other hand will have difficulty 

drawing the parts together to see the whole picture and 

may concentrate on only one or two parts of the 

information at any one time" (Grimley, 2007) 

The Verbal-Imagery dimension affects the 

modes in which individuals represent information 

during thinking. Verbalisrs prefer verbal, abstract 

material whereas imagers prefer concrete pictorial 

information that can be visualised. The implication of 

this is that if there is a mismatch between the 

information presented and the style of the individual 

then learning is reduced (Grimley, 2007) 

In the context of talking about the relationship of 

information retrieval systems via the search engines 

and cognitive style, Kinley, K., et al (2010, 340-343) 

explains this relationship by the results of their study, 

which confirmed that the cognitive style of a user 

(Wholist–analytic and verbal–imagery style) was 

observed to have a greater influence on a Web user’s 

search behavior. A series of actions take place around 
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the user during user interactions with search engine, 

which are affected by the user’s cognitive style 

domain (Wholist–analytic and verbal–imagery style). 

The efficiency and completion of a user’s search task 

depends on how he or she coordinates and processes 

mental information, which is determined by the 

cognitive style. 

Therefore Kinley& Tjondronegoro (2010) 

mentions that in order to investigate users‘ issues and 

problems in retrieving information from the Web, it is 

imperative to understand information searching and 

retrieving processes, and cognitive factors, such as 

users‘ cognitive styles- Wholist–analytic and verbal–

imagery style- that influence these processes. 

4- Visual Thinking: 
Visual thinking is organizing mental images 

around shapes, lines, colors, texture, and composition 

(Wileman, 1980). Mckim(1980) also defines visual 

thinking as "the interaction of seeing, drawing, and 

imagining". Dispezio (1998) confirms that Visual 

thinking is a powerful element that defines the way in 

which we process all sorts of information. "Visual 

Thinking is Processing information through images 

instead of words" (Plough, 2004). Wileman (1993) 

described visual thinking as "the ability to turn 

information of all types into pictures, graphics, or 

forms that help communicate the information". 

Visual Thinking involves five basic skills. These 

include observation, recognition, perception, 

interpretation, and self-expression. A learner who has 

mastered all these is well on the way to visual thinking 

( Murphy, 2009): 

We can say that Image search engines are one of 

the visual thinking tools, they are simply visualization 

and dependable in the development of visual thinking. 

Image search engines are particularly one of the visual 

thinking tools "that empower learners in solving 

complex problems by engaging them in the entire 

resolution process, suggesting appropriate actions with 

visual cues, and reducing their cognitive load with 

visual representations of their tasks". (Pu& Lalanne, 

2002). Also Buijs& Lew, 1999) confirms that visual 

thinking is "an important tool for automatic annotation 

and visual querying of networked multimedia 

databases. It allows the user to express queries in his 

own vocabulary instead of using the computer’s 

vocabulary". 

 

The Theoretical Framework 

The theoretical framework of this research is 

based on the Cognitive Load Theory, Multimedia 

Learning Theory, Dual Coding Theory, and conjoint 

retention theory. From a cognitive-load theory 

perspective, the presentation of content in a manner 

inconsistent with the cognitive style of the learner may 

represent a cognitive overload on the learner(Sweller, 

1989; Pillay, wilss, 1996; Pillaym et al., 1998). 

Based on that, if the retrieving type used in the 

search engine (TBIR, CBIR and TCBIR) is 

inappropriate to the learner's cognitive style (holistic- 

analytic and verbal imagery) this could hinder him 

from using a search engine to reach the images and 

contents he is searching for. Moreover, this can add an 

extra cognitive burden on the learner as a result to the 

effort he exerts to translate search vocabulary he uses 

so that they become compatible with the used 

retrieving system in the search engine .For example, if 

the learner's cognitive style is verbal and the retrieving 

available pattern is based on visual content ,this could 

result in problems and the learner has to exert extra 

efforts so that he could change the verbal terms he is 

thinking of into visual features stimuli that are related 

to image such as color , size and texture. 

But the theory of multimedia learning posits that 

optimal learning occurs when the learner engages in 

the appropriate combination of visual and verbal 

thinking. According to multimedia learning theory, 

optimal learning is not purely verbal or visual, but 

combines both types of information in the most 

effective way (Morett, et al., 2009). In addition, 

cognitive-load theory emphasizes that more cognitive 

capacity is available when information split between 

the auditory system and the visual system (Jeffrey, 

2009). 

In this framework, the Dual Coding Theory 

affirms that memory consists of two systems of 

information processing: The Iconic System which is 

specific for representing and treating (coding) Non 

verbal stimuli and the Symbolic system which is 

related to coding verbal stimuli. The theory confirms 

the integration of the two information coding systems 

through its main principle which is based on imposing 

integrated dual coding hypothesis (Paivio, 1991), 

which means that an integration between TBIR and 

CBIR in one system called TCBIR may ease the 

treatment process and increase its effectiveness. , and 

make the learning process an ideal one. 

No doubt, these principles that the multimedia 

learning theory depends on may contribute greatly in 

designing the retrieving system designing that are 

used in the search engine. For example, when 

designing TCBIR, this system should give the learner 

freedom to integrate among the text research stimuli, 

and the visual research stimuli to reach specific 

research findings such as the learner looks for an 

image by a key word in addition to identifying 

specific color for the images that appear as a result of 

the research. For example, looking for an image of a 

computer set but in black based on the premise that 

search using correspondent text and image may be 

better than searching via text only to reach specific 

research findings. Moreover, designing an interface of 
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retrieving system should take into consideration the 

special contiguity, and temporal contiguity, that is the 

interface should put the text research fields in adjacent 

places to fields of searching that use the visual 

characteristics. These fields should be used 

concurrently and not consecutively, that is search 

should not be carried out using text first then filtering 

stage or consecutive research using visual 

characteristics because it is considered a consecutive 

one. Research system should be concurrent visual and 

text components in the light of multimedia learning 

theory. 

The conjoint retention theory was to introduce a 

general a researchers’ reliable framework that can be 

used when arranging the visual and verbal stimuli 

through a search engine interface with regard to 

successive search icons that the learner uses when 

inputting research variable related to the image he 

needs. Will the search engine arrange his search icons 

in a way where the verbal search icons appears first 

followed, in sequence, by the icons with visual 

characteristics of the images or is it vice versa. The 

conjoint retention theory solved this argument for the 

benefit of specific research icons of the image visual 

characteristics which were then followed by text 

search icons. 

Research questions 

The major aim of the present research was to 

investigate the possible interactions among the image 

retrieval type (text based Image retrieval/ content 

based image retrieval/ text-content based image 

retrieval) and cognitive style (Wholist-Analytic and 

the Verbal-Imager cognitive styles) on the visual 

thinking skills. More specifically, the aim was 

developed to address the following questions: 

- What is the effect of image retrieval type 

(TBIR/ CBIR/ T-CBIR) on the visual thinking skills? 

- What is the effect of cognitive style (W-A 

and the V-I cognitive styles) on the visual thinking 

skills? 

- What is the effect of the interaction between 

the image retrieval approach variable type (TBIR/ 

CBIR/ T-CBIR) and cognitive approach variable type 

(W-A and the V-I cognitive styles) on the visual 

thinking skills? 

 

Research hypotheses 

- H1: there are no significant statistical differences 

at 0.05 level among student average scores for the 

experimental groups in the visual thinking skills 

related to the change in image retrieval type variable 

(TBIR/ CBIR/ T-CBIR). 

- H2: there are no significant statistical differences 

at 0.05 level among student average scores for the 

experimental groups in the visual thinking skills 

related to the change in cognitive style variable (W-A 

and the V-I cognitive styles). 

- H3: there are no significant statistical differences 

at 0.05 level among student average scores for the 

experimental groups in the visual thinking skills 

related to the interaction between the image retrieval 

type variable (TBIR/ CBIR/ T-CBIR) and cognitive 

style variable (W-A and the V-I cognitive styles). 

Methodology 

1- Design: 

The design of the research was based on a quasi-

experimental research that employed a 3x4 factorial 

design. It was designed to examine the effects of 

independent variables on the dependent variables (See 

Figure 5). The independent variables were the three 

modes of the image retrieval and the dependent 

variable was the student’s visual thinking. 

 

Fig.5. The 3x4 Quasi-Experimental Design of the research 

 WI AI WV AV 

TBIR TBIR+ WI TBIR+ AI TBIR+WV TBIR+AV 

CBIR CBIR+ WI CBIR+ AI CBIR+ WV CBIR+ AV 

T-CBIR T-CBIR+ WI T-CBIR+ AI T-CBIR+ WV T-CBIR+ AV 

TBIR, text based Image retrieval; CBIR, content based image retrieval; T-CBIR, text-content based image retrieval; 

WI, Wholist- Imager; Analytic - Imager; Wholist- Verbal; Analytic – Verbal. 

 

1-1 Independent variables: 

There are two independent variables in the 

present research. The first independent variable 

consists of three types of image retrieval: (1) text 

based Image retrieval (TBIR), (2) content based Image 

retrieval (CBIR), (3) text-content based Image 

retrieval (T-CBIR) . 

The second independent variable consists of four 

types of cognitive styles: wholist-imager (WI), 

analytic-imager (AI), wholist-verbalizer (WV) and 

analytic-verbalizer (AV). 

1-2 Independent variables: 

One dependent variables is examined in the 

present research that is visual thinking skills in 

computer system. 

2- Sample: 

The research final sample contains 141 students 

from the second and third year, first semester of the 
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academic year 2010/2011 at the Department of 

Instructional Technology at College of Education at 

Ain Shams University; in addition, 10 students as a 

pilot study to verify the validity of the tools as well as 

the experimental processes. Students of the final 

sample were assigned to 12 experimental groups 

according to the three retrieving patterns (TBIR, CBIR, 

T-CBIR), together with the four cognitive style (WI, 

AI, WV, AV). This is shown in figure (5): 

3- Instrumentation: 

3-1 Test of cognitive style: 

The computer-based Cognitive Style Analysis 

Wholist/Analytic& verbal/imagery test (CSA-WA-VI) 

was administered to determine students' cognitive 

styles in terms of the wholist–analytic and verbal–

imagery dimensions. Riding’s CSA test was chosen 

because it is relatively new compared to any other 

cognitive style tests (Peterson, 2005); a good number 

of studies in search engine design have used it (for 

example: Ford, et al., 2005; Kinley, K., 

Tjondronegoro& Partridge, 2010; Yuan& Liu, 2011 ). 

3-2 Test of visual thinking: 

The researcher builds up a visual-thinking test in 

order to measure the sample students’ ability to 

understand and translate the visual image into verbal 

output within the content of the pc system. The 

researcher identified the main skills of the visual 

thinking in order to build up the test, which also were 

theoretically shown in advance and it included 

(observation, recognition, perception, interpretation, 

and self-expression). The researcher also revised a 

variety of practical Arabic studies which, in turn, 

designed tests to measure the visual thinking skills. 

The researcher, however, concluded that these tests 

include similar previously occurred skills but with 

different titles; these skills were as follow: (skills that 

relate to the ability of identifying the shape and giving 

a description to it, a skill of analyzing the shape, skills 

of making connection, interpreting ambiguity, skills of 

extracting meaning. The researcher surveying some 

specialists within the field of instructional technology 

and curriculum then settled on four skills including the 

visual thinking test; these skills are (observation 

recognition, perception and interpretation). The test 

was in the form of multiple-choice and it was based on 

the objectives, aims of its content, and the skills 

included. The test contains 35 Questions, 5 were 

omitted after being verified by the arbitrators and 

however reduced to 30 Questions that included the 

four main skills as follow: (observation (33.3%), 

recognition (26.7%), perception (23.3%), and 

interpretation (16.7%) )- the visual thinking test , 

appendix 4-. 

4- The statistical method: 

To ensure homogeneity of the experimental 

groups with respect to visual thinking, one-way 

analysis of variances “ANOVA” was used. The two-

way ANOVA conducted on the students' visual 

thinking scores according to the retrieval style (TBIR, 

CBIR and T-CBIR( and Cognitive styles (WI, AI, WV, 

and AV) and that is to identify significant differences 

between groups. This was followed by estimating the 

effect size (Partial Eta Squared) to quantify and 

explain how much better the effect was. Finally, 

scheff'e posts hoc comparison to compare between 

multi groups. 

5- Procedures: 

Procedures of the research were followed 

through an instructional design model (The ADDIE 

Model) which includes five main stages. The 

researcher modified the minor steps of the main stages. 

These procedures could be shown as follow: 

5 – 1: The Analysis Phase: 

Each of the four main groups that are classified 

according to the cognitive style was divided into three 

minor groups, one for each retrieving model. However, 

students’ number was as follow: WI (12, 11, 12), AI 

(12, 12, 12), WV (11, 11, 10), AV (13, 13, 12). 

Within this stage, the researcher conducted a 

prospective study with some of the research sample 

students – appendix 2 – so that one become 

acquainted with the context in which they use image 

search engines through the internet and it was obvious 

that the most frequently used one is the Google image 

with a percent (97.7%), then came Yahoo image next 

with a percent (88.7%), then Bing (77.9%). The 

researcher also discussed the strategy of search they 

use and concluded that Key words were prioritized 

then text and finally the visual properties of the image 

like color and size. The research sample students 

necessitate the importance of comprising different 

strategies for the image search engines so that it allow 

easy and quick access for the instructional images. 

The content of PC system was also identified as 

essential to all experimental processes that relate to 

the current research. The content here entails a variety 

of instructional images that illustrate the main 

components of the PC and this meets the requirements 

of the students of Instructional Technology. However, 

this gives the possibility of converting a large portion 

of this content into digital images that students do 

search for through search engines of the current study. 

5 – 2: The Design Phase: 

Objectives are identified here according to the 

specified content of the previous phase – appendix (3), 

and based on these objectives, 665 digital instructional 

images were presented to meet the requirements of 

these objectives. This was followed by a design to 

three retrieving systems as defined in this researcher. 

The first system is (TBIR) through which students 

search digital images which are available within the 

databases through only text and vocabulary in order to 
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achieve the desired image. Database was specially 

designed to this system in the light of Dublin Core 

metadata which include a detailed written description 

to all the details and content of the image and what 

relates to it. The second system is (CBIR) through 

which students search for instructional images by 

finding similar images or example where they upload 

it on the search engine which analyzes its content and 

the color parts to find out the similar image on the 

results page. Students can also search for any image 

within the database using specific colors or sizes of 

the image through the interface of the search engine. 

Using these options, images will be shown according 

to their previously specified size and color. The third 

system is (TCBIR) through which students search any 

image according to the textual and visual stimuli in 

which student can specify key words related to the 

targeted image specifying a color, which means that 

the results will only show images that contains these 

keywords and with only the color that has been 

specified, figure (1) illustrated these three retrieving 

systems used in this research. 

 

 
Fig.1. screenshot of (A) TBIR, (B) CBIR, (C) TCBIR 

 

A 

B 

C 
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A design for the currently used instructional 

strategy was developed in this study, which followed 

the design of retrieving systems. These strategies are 

based on two strategies: the first is called the research 

learning strategy in which the attitudes towards 

students’ continuous research are based on 

instructional images that correspond to the topics that 

have been studied using search engines, the second 

strategy is the visual thinking strategy in which 

students are required to analyze different images they 

already have and identify their properties and 

elements to provide various alternatives. 

5 – 3: The development Phase: 

Three databases were developed in this phase, 

first is (TBIR), second is (CBIR), and the third tried to 

include features of both bases so it becomes suitable 

to (TCBIR). Functions that relate to analyzing the 

visual properties of the digital images as represented 

by color and size were written and programmed in this 

phase. Ajax, jquery and JavaScript were also used to 

design the three retrieving systems; these systems 

were then published on (http://devegy.com/search) 

5-4: The implementation phase: 

Visual thinking test was pre-implemented in this 

phase followed by a separate meeting to the main 

groups in order to explain the required methods and 

tasks with regards to the activities and strategies that 

will be used through search engines. These meetings 

are also to discuss the methods of using each search 

engine and the required instructions. To ensure 

homogeneity of the experimental groups with respect 

to visual thinking one-way analysis of variances 

ANOVA were used, the results indicates that there 

was no significant difference between all groups or 

within groups [F=0.358, P=0.970]. This was followed 

by making the retrieving systems available to be used 

by students, where each four groups, classified 

according to the cognitive method (WI, AI, WV, AV), 

use one system among the three retrieving systems 

(TBIR, CBIR, TCBIR). The implementation process 

continued for 10 days within two weeks. (The 

implementation was coordinated with Dr Khaled 

Nofal, Dr Muhammad Hamdi, Department of 

Instructional Technology at College of Education, Ain 

Shams University) 

5-5 The Evaluation Phase: 

visual thinking post-test was implemented in this 

phase, in addition to monitoring results and 

transferring them into a program called SPSS 17.0, 

and then making statistical processes, analyzing and 

discussing results as this will be mentioned later in 

this study. 

 

Findings 

Results of the 12 experimental groups were 

analyzed with regards to visual thinking of the 

students of Instructional Technology. Means, standard 

deviations, current research variables, retrieval type 

(TBIR, CBIR, and T-CBIR) and cognitive types (WI, 

AI, WV, and AV) were all taken into consideration. 

Table (1) shows the results of this analysis. 

 
Table 1. Mean scores for the three retrievals style according to four Cognitive types 

Total 
Cognitive style Retrieval 

type AV WV AI WI 

Mean=22.61±2.69 Mean=25.17±1.27 Mean=23.50±1.96 Mean=21.00±2.34 Mean=20.92±2.35 TBIR 

 N=46 N=12 N=10 N=12 N=12 

Mean=19.02±2.90 Mean=17.69±4.37 Mean=18.00±2.53 Mean=20.42±1.24 Mean=20.10±0.70 
CBIR 

N=47 N=13 N=11 N=12 N=11 

Mean=24.73±3.76 Mean=21.08±1.98 Mean=21.73±1.27 Mean=29.90±1.31 Mean=27.90±1.16 T-CBIR 

 N=48 N=13 N=11 N=12 N=12 

Mean=22.13±3.93 Mean=21.21±4.17 Mean=21.00±3.02 Mean=23.50±4.34 Mean=22.77±3.53 
Total 

N=141 N=38 N=32 N=36 N=35 

The two-way ANOVA conducted on the students' visual thinking scores according to the retrieval types (TBIR, CBIR and 

T-CBIR( and Cognitive styles (WI, AI, WV, and AV) to identify significant differences between groups. Table 2 shows 

the results of two-way ANOVA. 

 

Table 2. The two-way ANOVA on the students' visual thinking scores according to the retrieval types and 

Cognitive styles 

ŋ2 Sig. F Mean of Square df Sum of Square Source 

0.572 0.000 86.31 391.13 2 782.26 Retrieval style 

0.193 0.000 10.26 46.52 3 139.55 cognitive style 

0.522 0.000 23.52 106.58 6 639.47 Retrieval*Cognitive 

   4.53 129 584.62 Error 

    141 71245.00 Total 
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A summary of the main effects and interactions 

presented in the three sections that follow: 

1- Effects of retrievals types: 

The results indicates that there was significant 

difference on the main effect for the types of retrievals 

[F(2, 141)=86.31, P=0.00]. Result of Scheff’e post hoc 

comparison indicated that T-CBIR students [M=24.73] 

significantly outscored TBIR[M=22.61] [LSD=2.12, 

P=0.00] and CBIR [M=19.02] [LSD=5.71, P=0.00] 

students in the visual thinking test. When estimating 

the effect size (Partial Eta Squared) to quantify and 

explain how much better the effect was, the results 

showed that the effect size was large for this 

interaction (η2= 0.572), and so this results has 

practical implications for instructional designers of 

search engine. 

2- Effects of cognitive styles: 

The results indicates that there was significant 

difference on the main effect for the cognitive style 

[F(3, 141)=10.26, p=0.00]. Result of Scheff’e post hoc 

comparison indicated that WI students [M=22.77] 

significantly outscored WV [M=21.00] [LSD=1.77, 

P=0.01] and AV [M=21.21] [LSD=1.56, P=0.02] 

students in the visual thinking test. Also AI students 

[M=22.77] significantly outscored WV [M=21.00] 

[LSD=2.50, P=0.00] and AV [M=21.21] [LSD=2.28, 

P=0.00] in the visual thinking test. But no significant 

difference between WI and AI, also no significant 

difference between WV and AV in the visual thinking 

test. When estimating the effect size (Partial Eta 

Squared) to quantify and explain how much better the 

effect was, the results showed that the effect size was 

large for this interaction (η2= 0.193), and so this 

results has practical implications for instructional 

designers of search engine. 

3- Effects of interaction between retrievals types 

and cognitive styles: 

The interaction between the retrieval type and 

cognitive style of the students showed significant 

difference [F(6, 141)=.59, p=0.00]. When estimating the 

effect size (Partial Eta Squared) to quantify and 

explain how much better the effect was, the results 

showed that the effect size was large for this 

interaction (η2= 0.522), and so this results has 

practical implications for instructional designers of 

search engine. Result of Scheff’e post hoc comparison 

indicated that, In the TBIR type from the LSD 

multiple comparison, statistically significant 

differences were attributable for WV students [M = 

23.50] in comparison with WI [M=20.92] [LSD=2.58, 

p=.04] and AI students [M = 21.00] [LSD=2.50, 

p=.05]. and AV students [M=25.17] in comparison 

with WI [LSD=4.25, p =.02] and AI students [LSD 

=4.17, p=.03], But no significant difference between 

WV and AV, also between WI and AI. In the CBIR 

type from the LSD multiple comparison no significant 

difference between WI, AI, WV and AV . In the T-

CBIR type from the LSD multiple comparison, 

statistically significant differences were attributable 

for WI students [M = 27.90] in comparison with WV 

[M=21.73] [LSD=5.36, p=.01] and AV students [M = 

21.08] [LSD=6.01, p=.00], also statistically significant 

differences were attributable for AI students 

[M=29.90] in comparison with WV [LSD=7.36, p=.00] 

and AV students [LSD =8.01, p=.00], But no 

significant difference between WI and AI, also 

between WV and AV. Based on the results and 

comparisons between groups we can say that TBIR 

more suitable for WV and AV students, while T-CBIR 

more suitable for WI and AI students. 

 

Discussion 

1- Retrievals types: 

Results have shown that the (T-CBIR) has got 

the upper hand over both (TBIR) and (CBIR) in 

developing visual thinking for the research sample 

students. This could be explained in the fact that T-

CBIR brings together the features of both TBIR and 

CBIR, where students can flexibly use any of these 

features to get images they search for easily depending 

on the textual and visual stimuli together. This will 

make the results more integrated with the students' 

inquiries and will reflect the other two types where 

each of them rely only on one of the features or 

stimuli; TBIR relies on textual variable while CBIR 

relies only on visual features and this will limit 

students' use of these stimuli and inputs, which in turn 

reflect his/her inner thinking. This result matches 

Funkhouser, et al. (2003); Gui, et al. (2009) which 

assures the effectiveness of retrieving hybrid forms 

that are based on text and visual features in the 

processes of retrieving digital images. 

This result could be explained according to some 

learning theories like multimedia learning theory, 

which believes that learning as dependant on both 

verbal and visual stimuli together, not separately, is an 

ideal one. This means that T-CBIR is the best type 

because it relies on both verbal and visual stimuli 

together and this is compatible with cognitive-load 

theory and the dual coding theory. These theories 

believe that individual cognitive abilities becomes at 

their best when processing information occurs through 

both auditory and visual channels. This entails that 

integrating both CBIR and TBIR in one system would 

facilitate and improve the treatment processes and 

make the learning process ideal. However, it reduces 

the cognitive load which learner might confront when 

relying on one stimulus, textual or visual (Paivio, 

1991; Mayer, 2001; Jeffrey, 2009). 

The design of the interface for TCBIR system as 

based on multimedia learning theory took both the 

Spatial Contiguity and the Temporal Contiguity into 
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consideration. Textual search icons were placed close 

to the search icons that use visual features. These 

icons, being shown simultaneously and not 

successively, would facilitate the visual thinking 

process which is associated with both verbal and 

visual stimuli. Moreover, arranging search icons 

through the interface placed visual icon on the right 

then the textual icon on the left. This way helps 

students attain verbal representations that suit the 

previously specified visual ones. Conjoint retention 

theory assures that visual representations require less 

effort than verbal ones in students’ attempt to process 

things. Visual representation becomes like a prompt 

and guide to the verbal ones. Thus, a verbal 

description becomes meaningful when it can be 

associated with a visual representation (Mayer, 2001; 

Morett, et al. 2009) . 

We could therefore say here that T-CBIR offered 

textual and visual tools for students to encourage 

learners to practice visual thinking skills by making 

the search icons that have visual features and textual 

description available for them to make processes like 

observation, recognition, perception, and 

interpretation. These all make the components of the 

visual thinking skill. 

2- Cognitive styles: 

The cognitive imagery style has great influence 

on whether analytic or wholistic when compared with 

the verbal cognition style. This is due to the nature of 

this type which allows learners to produce visual 

representations that suit everything learners have in 

mind whether analytical or wholistic. Thus, the 

cognitive imagery style helps matching visual 

representations with the scientific material that 

students search for on search engines like instructional 

digital images. What you process in your mind is 

translated into visual images that might be related to 

color, shape or size or even a similar image. This 

helps students with visual cognitive approach in the 

study sample identify image stimuli that they look for 

more actively than students with verbal cognitive 

approach whose ideas are translated into words or 

verbal output that might not be accurately expressing 

the image they search for. It hinders them from 

visualizing the nature of the learning material and its 

frame, which of course affects the visual thinking 

processes that are related to the features of the learners’ 

available image. One could also say that the absence 

of referring differences between the Analytic and the 

wholistic styles relates to the fact that this style, being 

coupled with the imagery or visual style provides 

students in the study sample with research vocabulary 

that facilitate access to a desired results, whether they 

express the image holistically or analytically. These 

are all like evidence that help learners practicing the 

visual thinking skills associated with the presented 

visual material. For example, when students with 

wholistic cognitive approach think of describing an 

image, they do that through wholistic visual 

representation which expresses the image that the 

student tries to get. Here, the student specifies an 

image similar to the image that he is searching for, 

while the analytic cognitive approach describes the 

image depending on the partial components of the 

image like color, shape or texture. However, both 

approaches, analytic and wholistic, help producing 

representations that facilitate targeting the image and 

processing it visually. When students download an 

image to search for a similar one, they do observation, 

recognition, perception and interpretation through 

comparing the downloaded image and the one that 

appears on the results page. Moreover, when students 

use special features like color and size, they make 

visual thinking processes though comparing the 

specified visual elements as inputs in the search and 

image icons that appear on the results page. The same 

applies when the wholistic-analytic approach is 

coupled with the verbal approach, where students use 

either words to describe the entire image or words to 

describe elements and parcel of the image. This result 

agrees with Yuan’s& Liu (2011) study which 

demonstrated that users’ cognitive styles Wholist- 

Analytic did not affect their search performance. 

3- Interaction between retrievals types and 

cognitive styles: 

The results confirmed that the TBIR kind of 

retrieving was more suitable for students with 

cognitive type AV, WV than other retrieving types (T-

CBIR, CBIR) in developing the visual thinking for the 

sample students of the research. This result can be 

explained in the fact that TBIR was compatible with 

the cognitive features of the verbal approach, whether 

wholistic or analytical. TBIR however gave students 

of the research the chance to retrieve digital images 

similar to the way of their thinking, that is, the verbal 

method. They can describe images using words or 

sentences, and can describe it as one unit or partially 

providing a description to the elements or features of 

these images; while, on the other hand, the 

components of other retrieving forms like T-CBIR and 

CBIR depend on the features and visual stimuli that 

verbal learners find it difficult suit them with visual 

representations. This is because the learner in this way 

thinks verbally and not visually or visionary. This 

result agrees with the cognitive load theory which 

confirms that learners learn better when the context is 

suitable to their cognitive characteristics. T-CBIR was 

also more suitable for students with cognitive style AI, 

WI than other retrieving forms like TBIR and CBIR in 

developing the visual thinking of the students research 

sample, and this is due to the fact that T-CBIR type 

was compatible with the cognitive features of the 
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imager style (wholistic and analytic). It also provides 

search icons based on the visual features of the image 

as a whole. Students here can download similar image 

that can express their wholistic thinking about the 

image, or partially like when students specify a color, 

shape or size for the image to make it a standard to the 

image that they retrieve. In addition, this type of 

retrieving left the door open for using textual stimuli 

hand in hand with the visual ones, which helps in 

reducing the cognitive load on the visual channels of 

the learners. Integrating visual stimuli with verbal 

ones allow students to put on verbal representations 

that suit the image being based on the visual 

representations that students have in mind. Therefore, 

the arrangement of textual research icons comes prior 

to the visual search icons and this corresponds with 

the conjoint retention theory. No doubt, this is all 

reflected on the learner through providing various 

alternatives that facilitate his practice to the visual 

thinking skills through an integration between visual 

and verbal stimuli in analyzing and recognizing the 

digital image. 

 

Conclusion 

This research produced important findings not 

only regarding types of image retrieval, but also 

provided important insights on the effects of students’ 

cognitive styles on using types of image retrieval. The 

results showed that T-CBIR is better than CBIR and 

TBIR, imagery students significantly outscored verbal 

students but no difference between Wholist and 

Analytic students, TBIR is better than T-CBIR and 

CBIR to Verbal (wholist or -Analytic) students and T-

CBIR better than CBIR and TBIR to imager (wholist 

or -Analytic) students. 

These results imply the need for more interest in 

cognitive styles of the learner when designing search 

engines retrieval systems, also a need to take into 

account that the image search engines should include 

text and visual fields to accommodate all of the text 

and visual features to image. 

This research investigated the relationship 

between users’ wholist/analytic and verbal/ imager 

cognitive styles and types of image retrieval: text 

based image retrieval (TBIR), content based image 

retrieval (CBIR), and text-content based image 

retrieval (T-CBIR). The next step is to investigate the 

effects of Dependent/Independent Cognitive Styles on 

the design of search engine Interfaces. 
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