An Evaluation on Persian Documents Classification Systems Performance by means of Fuzzy SVM and Representative Vector

JafariShorbakhorlo Ashkan¹, HosseinnejadGargari Mihan², MalekpourAlamdari Pegah³

¹ Computer Science Department, Islamic Azad University Bushehr Branch, Bushehr, Iran, Ajafari35@gmail.com
² Computer Science Department, Islamic Azad University Jolfa Branch, Jolfa, Iran, m.hosseinnejad@iauj.ac.ir
³ Computer Science Department, Aras International Campus University Of Tabriz, Tabriz, Iran, pma89@ms.tabrizu.ac.ir

Abstract: Representative Vector is a kind of Vector which includes related words and the degree of their relationships. In this paper the effect of using this kind of Vector on automatic classification of Persian documents is examined. In this method, preprocessed documents, extra words as well as word stems are at first found. Next, through one of the known ways, some features are extracted for each category. Then, the Representative Vector, which is made based on the elicited features, leads to some more detailed words which are better Representatives for each category. Findings of the experiments show that Precision and Recall can be increased significantly by extra words omission and addition of few words in the Representative Vectors as well as the use of a famous classification model like Fuzzy Support Vector Machine (FSVM).
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1. Introduction

As information is producing increasingly, pressing need to classify it in order to optimize information retrieval is highlighted. Finding necessary information is only possible through searching keywords by search engines. Scientists usually find their required information easily through reading valid journals related to their scientific fields. This is because most of the times a person who is searching some information doesn’t know a specific definition about what he needs and can not choose a certain keyword based on which he can search. Therefore, people can better find their necessary information through paging books. When information is classified topically, every specialist can get some necessary information easily by searching information related to their fields and will not waste their time searching a lot of unrelated information and retrieved documents [1]. Here, classification of digital resources seems vital. Unless digital resources classify, because they are absent physically it looks they have lost. The text mining studies are gaining more importance recently because of the availability of the increasing number of the electronic documents from a variety of sources. The resources of unstructured and semi structured information include the world wide web, Governmental electronic repositories, news articles, biological database, chat rooms, digital libraries, online forums, electronic mail and blog repositories. Therefore, proper classification and knowledge discovery form these resources are an important area for research.

Natural Language Processing (NLP), data mining, and machine learning techniques work together to automatically classify and discover patterns from the electronic documents. The main goal of text mining is to enable users to extract information from textual resources and deals with the operations like, retrieval, classification (supervised, unsupervised and semi supervised) and summarization. However how these documented can be properly annotated, presented and classified. So it consists of several challenges, like proper annotation to the documents, appropriate document representation, dimensionality reduction to handle algorithmic issues [2], and an appropriate classifier function to obtain good generalization and avoid over-fitting. Extraction, integration and classification of electronic documents from different sources and knowledge discovery from these documents are important for the research communities.

Today the web is the main source for the text documents, the amount of textual data available to us is consistently increasing, and approximately 80% of the information of an organization is stored in unstructured textual format [3], in the form of reports, email, views and news etc. the [4], shows that approximately 90% of the worlds data is held in unstructured formats, so information intensive business processes demand that we transcend from simple document retrieval to knowledge discovery. The need of automatically retrieval of useful knowledge from the huge amount of textual data in order to assist the human analysis is fully apparent [5]. This paper examines automatic classification in Persian texts by
means of Representative Vectors and Support Vector Machine. Finally, findings of the research on some data texts are presented.

**Related Works.** Market trend based on the content of the online news articles, sentiments, and events is an emerging topic for research in data mining and text mining community [6]. For these purpose state-of-the-art approaches to text classifications are presented in [7], in which three problems were discussed: documents representation, classifier construction and classifier evaluation. So constructing a data structure that can represent the documents, and constructing a classifier that can be used to predicate the class label of a document with high accuracy, are the key points in text classification.

Text classification is an important component in many informational management tasks, however with the explosive growth of the web data, algorithms that can improve the classification efficiency while maintaining accuracy, are highly desired [8].

Based on ant colony optimization a new feature selection algorithm is presented in [9], to improve the text categorization. Also in [10] the authors introduced a new weighting method based on statistical estimation of the importance of a word categorization problem.

The authors in [11] focused on the document representation techniques and demonstrate that the choice of document representation has a profound impact on the quality of the classifier. They used the centroid-based text classifier, which is a simple and robust text classification scheme, and compare four different types of document representations: N-grams, Single terms, phrases and RDR which is a logic-based documents representation. The N-gram is a string-based representation with no linguistic processing. The Single term approach is based on words with minimum linguistic processing. The phrase approach is based on linguistically formed phrases and single words. The RDR is based on linguistic processing and representing documents as a set of logical predicates. In [12] the authors present significantly more efficient indexing and classification of large document repositories, e.g. to support information retrieval over all enterprise file servers with frequent file updates.

Document classification has many uses such as, automatic question answering systems [13], information filtering, unimportant e-mail classification and other related areas [14]. In [15], a new technique based on ontology is offered for classification. The authors in [16] propose a Poisson Naïve Bayes text classification model with weight enhancing method, and shows that the new model assumes that a document is generated by a multivariate Poisson model. They suggest per-document term frequency normalization to estimate the Poisson parameter, while the traditional multinomial classifier estimates its parameters by considering all the training documents as a unique huge training document.

In [17], some results about automatic Persian text classification by indexing 4-gram and 3-gram measures are shown. Investigation of different approaches about automatic text classification in a new environment is dealt with in [17]. In [18], Persian text classification through KNN algorithm and its phase copy is presented. In [19], age ranges in speakers can be determined by examination of the related features in their vocal cords. In order to do that and to make optimal distinction among different categories including several age ranges, SVM is used.

**Innovation in this Paper.** Here, Representative Vector is used to improve text classification in texts to which learning collection is possible, for example, a collection of news which is elicited from different resources automatically and is not patterned. Thus, in classification process, use of one special resource for learning step can not present all words of that category.

Structure of the article is as follows:

In the next section, we will introduce the aforesaid issue and its related terms. In Section 3, we elaborate on the proposed solution. In Section 4, the relevant experiments and their results are shown. The last Section includes conclusions and further researches.

2. **Statement of the Problem**

The objective of document classification is to find the best category for each document. We have a good collection which is labeled by people as train set. Some words are usually selected from the train set. This process is called characteristic elicitation. Characteristic elicitation includes a selection of subordinate words which are available in the train set. This is done in such a way that only the same words are used for the classification. This has two reasons: first, the speed of training and classification is increased because of reduction in words numbers in the set. Second, noise word omission leads to Precision increase. A noise word is a kind of word that causes error increase in classification after learning process, we use the acquired knowledge in a new data collection called test set [20]. Our purpose is to expand the characteristic elicitation in order to use it in classification of new documents. The instrument that we use here to find the related words with selected characteristic and to improve classification results is named Representative Vector. Representative Vector includes all related words and the degree of their relationships [21]. In the next section, we will be familiar with this concept, its use and some ways of making it.

**Support Vector Machine (SVM).** Support Vector Machines (SVMs) are one of the discriminative classification methods which are commonly
recognized to be more accurate. The SVM classification method is based on the Structural Risk Minimization principle from computational learning theory [22]. The idea of this principle is to find a hypothesis to guarantee the lowest true error. Besides, the SVM are well-founded that very open to theoretical understanding and analysis [23]. The SVM need both positive and negative training set which are uncommon for other classification methods. These positive and negative training set are needed for the SVM to seek for the decision surface that best separates the positive from the negative data in the n-dimensional space, so called the hyper plane. The document representatives which are closest to the decision surface are called the support vector. The performance of the SVM classification remains unchanged if documents that do not belong to the Support Vectors are removed from the set of training data [24].

Figure 1. Illustration of optimal separating hyperplane, hyperplanes and Support Vectors [24].

Figure 2. Mapping non linear input space onto high dimensional space [24].

The SVM classification method is outstanding from the others with its outstanding classification effectiveness [24] [25] [26] [27] [28] [29]. Furthermore, it can handle documents with high dimensional input space, and culls out most of the irrelevant features. However, the major drawback of the SVM is their relatively complex training and categorizing algorithms and also the high time and memory consumptions during training stage and classifying stage. Besides, confusions occur during the classification tasks due to the documents could be a notated to several categories because of the similarity is typically calculated individually for each category [24]. So SVM is supervised learning method for classification to find out the linear separating hyperplane which maximize the margin, i.e., the optimal separating hyperplane (OSH) and maximizes the margin between the two data sets. To calculate the margin, two parallel hyperplanes are constructed, one on each side of the separating hyperplane, which is "pushed up against" the two data sets. Intuitively, a good separation is achieved by the hyperplane that has the largest distance to the neighboring data points of both classes, since in general the larger the margin the lower the generalization error of the classifier. The SVM is a best technique for the documents classification [30]. The authors in [29] implemented and measured the performance of the leading supervised and unsupervised approaches for multilingual text categorization; they selected support vector machines (SVM) as representative of supervised techniques as well as latent semantic indexing (LSI) and self-organizing maps (SOM) techniques for unsupervised methods for system implementation.

3. Solution Steps

General steps in the figure 3 are shown. At first, some features are elicited for each category. The corpus includes HAMSHAHRI news in which categories have already specified. In the next step, Representative Vectors are made for the elicited features. Representative Vectors present some words for features that have semantic relationship with that feature. We use these words to improve the collection of features for each category. In next sections we will explain these steps and demonstrate the results.

Figure 3. General steps in the offered algorithm.

3.1. Feature Elicitation

For feature elicitation in every category, we have used the method MI. By means of MI we can realize to what extent presence or absence of a word in a document may inform us about a category [20].
Based on formula 1, every word and category is given a score. Then all words in each category should be ordered based on the weight that they gain in that category and the top ones should be chosen.

\[ \text{Weight} = \text{TF} \times \text{IDF} \]  

(1)

3.2. How to Make a Representative Vector

At first, we explain how to make Representative Vector. A series of documents used to make a Representative Vector are labeled C. the process starts with a word for which we want to make a Representative Vector. At first we assume that the given word is a kind of search. Then C is organized based on the search (according to one of retrieval methods like OKAPI). We select ten first documents and calculate a weight for each of the present words in these ten documents formula 2.

\[ W_{w_D} = \frac{f_{w_D} \times \text{IDF}_w}{\sum_{w} f_{w_D} \times \text{IDF}_w} \]  

(2)

Is the weight of \( w \) in document D. Next, the final weight of every word in the collection of selected words for each category is calculated by formula 3.

\[ W_{w_D} = \frac{1}{\text{NoDocs}} \sum_{D \in \text{Documents}} W_{w_D} \]  

(3)

\( W_{w_D} \) is the weight of \( w \) in document \( D \). NoDocs is equal to the number of retrieved documents (i.e. 10).

### Optimization Step

We have selected ten first words from among the best documents related to a word \( X \) so far. We have also specified the most important words from among all available words in these ten documents, which are labeled \( t \). The acquired words by this way are those which have got high TF and IDF scores among documents related to word \( X \). However, this high score may be because of factors other than semantic relationship between \( X \) and \( t \). Thus, we add an extra phase to improve the relationship. All the steps are repeated for each \( t \) in this phase. If \( X \) is also present in the collection of words related to \( t \), it is highly probable that there is a close relationship between \( X \) and \( t \).

3.3. Use of Representative Vectors for Classification

Up to now, we elicited ten words for each category and made a Representative Vector for each of them. Now, we have ten Representative Vectors that each includes some related words with a concept. For example, in Table 1, ten elicited words form category "economy" are shown in the left table by MI method. The right table demonstrates the Representative Vectors for the word "market" which are ordered based on their weights calculated in formula 3.

<table>
<thead>
<tr>
<th>Table 1. The left table: elicited words from economy category, the right table Representative Vector of the word &quot;market&quot;.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>English Translation</strong></td>
</tr>
<tr>
<td>سال</td>
</tr>
<tr>
<td>گزارش</td>
</tr>
<tr>
<td>افزایش</td>
</tr>
<tr>
<td>ایران</td>
</tr>
<tr>
<td>درصد</td>
</tr>
<tr>
<td>تولید</td>
</tr>
<tr>
<td>اقتصادی</td>
</tr>
<tr>
<td>توسعه</td>
</tr>
<tr>
<td>برنامه</td>
</tr>
<tr>
<td>بازار</td>
</tr>
</tbody>
</table>

4. Experiments and Results

In this project, we have used the HAMSHAHRI corpus [31], as the train and test set. This corpus contains 160000 news between 1997 and 2002 years. We have only four categories including economy, politics, science and sport for the experiments. To make Representative Vectors ISNA corpus [21], which has more than 500 mega bytes of data, is used. Our experiment is comprised of two main phases. The steps done in the first phase are as follows:

The first step: extra words, prepositions and numbers are omitted for every category that is in the train set. Then by a simple evolution algorithm stems of the words are offered.

| TABLE 2. Precision and Recall of Fuzzy SVM while the documents are not preprocessed. |
|---------------------------------|----------|-----------|
| **Category** | **Recall** | **Precision** |
| Economy | 0.8214 | 0.7631 |
| Politics | 0.7622 | 0.7872 |
| Science | 0.9573 | 0.6722 |
| Sport | 0.8202 | 0.6601 |
| Average | 84.02% | 72.06% |
The second step: preprocessed documents are indexed and some features are elicited by MI. In the third step according to the elicited features and the documents to the category, word-document matrix is made. In this matrix, columns indicate features and rows demonstrate the documents including the features. Each cell in this matrix indicate the weight TF-IDF of the feature in the mentioned document. The last column shows the category of documents. In the last step, we use Fuzzy Support Vector Machine and the train set is made. The test set is also made in this way. For the precise evaluation, first we use the test set while the documents are not preprocessed. Table 2, shows the details of the experiment.

In the next step, we preprocess the test set and omit extra words, prepositions and numbers and find the stems of the words. Table 3, shows the details of the experiment.

<table>
<thead>
<tr>
<th>Category</th>
<th>Recall</th>
<th>Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>Economy</td>
<td>0.7790</td>
<td>0.9965</td>
</tr>
<tr>
<td>Politics</td>
<td>0.8192</td>
<td>0.7899</td>
</tr>
<tr>
<td>Science</td>
<td>0.8977</td>
<td>0.8482</td>
</tr>
<tr>
<td>Sport</td>
<td>0.9909</td>
<td>0.6801</td>
</tr>
<tr>
<td>Average</td>
<td>87.17%</td>
<td>82.86%</td>
</tr>
</tbody>
</table>

As we expect, preprocessing ways improve Precision and Recall in Fuzzy SVM. In the second phase of the experiments, all the steps done in the previous phase are repeated. Only with the difference that this time, we have an additional step called “how to make Representative Vector”. For each elicited feature during this step, we make a Representative Vector MI, then, we add a few words to the collection of available features which are better Representatives for that feature. Table 4, demonstrates the effect of Representative Vector on Precision and Recall of classification by Fuzzy Support Vector Machine.

<table>
<thead>
<tr>
<th>Category</th>
<th>Recall</th>
<th>Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>Economy</td>
<td>0.9233</td>
<td>0.9473</td>
</tr>
<tr>
<td>Politics</td>
<td>0.8001</td>
<td>0.8739</td>
</tr>
<tr>
<td>Science</td>
<td>0.8291</td>
<td>0.7949</td>
</tr>
<tr>
<td>Sport</td>
<td>0.9999</td>
<td>0.9599</td>
</tr>
<tr>
<td>Average</td>
<td>88.81%</td>
<td>89.4%</td>
</tr>
</tbody>
</table>

5. Conclusion and Further Research

The main purpose of the paper was to make a basis for the efficiency evaluation in Fuzzy SVM. Document preprocessing plays an important role in the improvement of Precision and Recall of the model. After preprocessing these two measures increase to 10%, 3% respectively. More over, the significant effect of the added words is that they improve the two mentioned measures remarkably as 1%, 7% respectively. In science and politics categories, after using the representative vector recall measures have decreased. Probably this is because some words like ایران (“Iran”) are so common in these two categories, that their presence cannot help the improvement of the measures.

In [32], After preprocessing Precision and Recall of the naïve bayes classifier increased to 76%, 75.5% and after use Representative Vector these two measure increased to 80.3%, 78.3% respectively. In [33][34], After preprocessing Precision and Recall of the SVM classifier increased to 78%, 76% and after use Representative Vector these two measure increased to 89%, 85% respectively. Also, In current paper Precision and Recall of the Fuzzy SVM increased to 82.86%, 87.17% and after use Representative Vector these two measure increased to 89.4%, 88.81% respectively. So, Fuzzy SVM is better than SVM and naïve bayes for persian documents classification.

Now, we conclude that words increase in the train set as well as preprocessing improve the efficiency and Precision of the classification. In further research we aim at examining the efficiency and Precision of other classifiers by this way. Furthermore, we offer an eclectic method for feature selection in order to improve efficiency and Precision of Fuzzy SVM and other classifiers.
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