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Abstract: Moving object analysis is one of the most important and challenging research subjects in computer vision, 

video processing and robotics. This analysis is three folds: object detection followed by its tracking and locking. 

Today‟s applications demand object analysis in real time, which further complicates the problem. Autonomy is 

another desired feature of such a system since manual handling of moving targets with a camera platform requires 

constant attention of humans thus making the tracking task cumbersome, time consuming and erroneous. To 

addressing these challenges, this research paper presents a complete system for handling moving objects i.e. from 

their detection to locking. Detection and tracking has been achieved using frame differencing and mean-shift 

algorithms whereas locking is accomplished using the developed control system. The presented strategy has been 

validated in simulation environment as well as using a custom-developed hardware platform. The prototype consists 

of an on-board camera, pan-tilt system and a wooden assembly. The performance of the algorithms has been tested 

based on recorded video as well as on real time live streaming. Experimental results demonstrated that the system 

has ability to track moving objects efficiently. The proposed system finds application for simple object detection to 

complex multiple tracking in various industries like transport, military, sports etc. 
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1. Introduction 

Moving target detection and tracking is a 

recent focus of researchers working in vision and 

image processing. Autonomous target handling in 

real time is a challenging task. Numerous domains 

require implementation of this task. These domains 

include but are not limited to: human detection and 

tracking, sports analysis, security in commercial and 

public domains, military purposes, vehicle detection 

and tracking, traffic control, air surveillance and 

Human Machine Interface (HMI). Consider a typical 

room having a specific seating capacity. An 

automatic detection and identification system can 

permit entry of certain number of people and can then 

close the doors automatically. Pedestrian detection 

and tracking and observation of athletic performance 

are other relevant examples. Moving object detection 

can facilitate sports analysis e.g. in a football match 

the ball or a player can be tracked easily both in the 

recorded video and the real-time scenarios. Military 

applications of such a system include aircraft 

detection and tracking, guided missiles tracking. In 

transport industry, automatic identification of 

trajectory, posture, speed and direction of a vehicle 

can be determined using moving object analysis. 

Automatic vehicle detection, accurate identification 

and tracking can be used to optimize traffic 

management system. Moving target detection system 

can be installed in an aircraft for air surveillance and 

object detection and tracking on ground. Patrolling of 

highways and railways are also examples of air 

surveillance using moving target detection system. 

Similarly, security of commercial and public places is 

another important sector of such systems‟ 

applications. 

Detection and tracking in real time is 

divided into three modes: autonomous, semi-

autonomous and manual. It is very difficult for 

humans to track moving object manually and monitor 

it constantly. To address these issues in diverse areas 

of applications, a platform is presented where 

detection and tracking systems function reliably in an 

autonomous manner.  

The remaining paper is outlined below: 

Section 2 presents a comparative review of reported 

algorithms for target detection and tracking. Section 

3 details the implemented algorithms. Developed 

simulation environment and custom-developed 

hardware prototype are highlighted in Section 4. 

Section 5 discusses the experimental results. Finally, 

Section 6 comments on conclusion.  
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2. Comparative Review of Algorithms  

Target analysis has two primary parts i.e. 

detection and tracking. In order to investigate motion 

of a body, the first step is to detect the object reliably 

and efficiently. Based on this detection, the object is 

then tracked. Locking is an automatic recursive 

version of tracking in real time. Scientific literature 

reports numerous techniques and algorithms for 

moving target analysis. Figure 1 summarizes the 

state-of-the-art reported algorithms in hierarchal form. 
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Figure 1. Target handling algorithms 

 

Detection Algorithms: To accurately and efficiently 

detect moving targets, three algorithms are more 

popular: Frame Differencing (FD) [1], Background 

Subtraction (BS) [2] and Optical flow [3]. Each 

algorithm has its own applicability, specifications, 

complexity level and limitations. FD algorithm has 

good detection results but it is very sensitive to light 

intensity variations and multiple objects. BS 

algorithm works perfectly under static camera 

conditions. However, it is very sensitive to 

background changes. Optical flow method is an 

efficient detection method under ideal conditions but 

in real time scenario, it is computationally expensive 

and is very sensitive to noise. Moreover, its anti-

noise performance is very poor. 

 

Tracking Algorithms: Common tracking algorithms 

mentioned in the literature include Template 

Matching (TM) [1,4], Mean-Shift (MS) tracking [5], 

Scale Invariant Feature Transform (SIFT) tracking 

[6], Kanade-Lucas-Tomasi (KLT) tracker [7], Affine 

Transformation  [8] and Kalman Filtering [9].  TM 

uses mathematical correlation between the target 

template and the source image. TM has good tracking 

results if the target template is completely present in 

the source image. MS algorithm performs tracking 

using kernel function and Bhattacharyya coefficients 

to compute similarity measure and has good tracking 

results. SIFT finds out features that are invariant to 

scaling, rotations and light conditions. However, it 

suffers from implementation complexity especially in 

real time.  KLT  tracker  is  dependent  upon  optical  

flow field  of  the image  but  is very sensitive  to  

noise  and  requires huge computations. Kalman 

filtering removes noise from the resultant image 

obtained from detection algorithm. More detailed 

description of tracking algorithms has been reported 

by Iqbal et al. in [10].  

 

3. Detection and Tracking Algorithms  

The present work considers two algorithms: 

FD and MS. FD algorithm has been chosen because 

of its simplicity in implementation and strong 

adaptability to variety of dynamic environments. MS 

algorithm having high-level complexity in 

implementation, works effectively when there are 

multiple targets and we are interested to detect and 

track a specific target only. These algorithms are 

detailed below: 

 

Frame Differencing (FD) Algorithm: In FD 

algorithm, two consecutive frames are taken and 

compared with each other within certain threshold. 

Objects that have changed their position with respect 

to previous frame are treated as moving objects. After 

image-acquisition (from a recorded video or live 

streaming) and pre-processing, two consecutive 

frames are subtracted. Considering two consecutive 

frames i.e. current frame In (frame at time t) and a 

previous frame In-1 (frame at time t-1). The difference 

between these two frames is then 

 

 (1) 

 

The resultant image obtained after 

difference operation is then converted to binary 

image using threshold value (T). 

 

 
(2) 

 

where B is binary image, D(x, y) is the difference at 

pixel (x, y) and T is threshold value. The ideal value 

of threshold is 10%. Pixels having values greater than 

or equal to the pre-defined threshold are turned white 

and those having less values are turned black. White 

region is considered as moving objects while black 

region is taken as background. Applying a median 

filter of size 3x3 to remove noise and refining the 

image by performing morphological operations result 

in object detection. The detected objects are then 

passed to tracking function to track the moving object. 

This is done by enclosing the object in a bounding 

box. Finally, the trajectory of the tracked object is 

plotted. Figure 2 presents the flowchart of FD 

algorithm. 
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Figure 2. Flowchart of FD algorithm 

 

Mean-Shift (MS) Algorithm: MS algorithm, widely 

used for moving object tracking, is based on 

statistical calculations of colour in the target model 

and the candidate model. Bhattacharyya coefficients 

are used to measure the similarity. The algorithm 

iteratively shifts a data point to the average value of 

points in its neighbourhood. It uses the colour 

histogram information and statistical calculations to 

locate the new position of the object. The algorithm 

uses Kernel function K(x) that helps to estimate the 

mean value. Classically, kernel K is a function of ||x||
2
. 

The simple mean (m) at point x with kernel K(x) is 

calculated using (3) 

 

 
(3) 

 

The difference calculated by the term m(x)-x 

is known as the mean shift. The mean shift tracking 

based on colour histogram is divided into three basic 

steps. In the first step Probability Density Function 

(PDF) of the target model qu and the candidate model 

pu is calculated on the basis of colour histogram and 

kernel density estimation as given by (4) and (5) 

respectively. 

 

(4) 

 

 

(5) 

 

where b(xi) and b(yi) represent the histogram index 

function of pixels. hp and hq are radii of the candidate 

and target model kernels respectively and δ is the 

Kronecker delta function (6). 

 

 
(6) 

 

Thus, if b(xi) = u, the PDF will have some 

value otherwise kernel will contribute zero value to 

qu and pu. Cq and Cp are normalization constants and 

have values given by (7) and (8) respectively. 

 

 

(7) 

 

(8) 

 

In the second step, similarity between the 

target model and the candidate model is calculated. 

For this purpose Bhattacharyya coefficient  is 

calculated. i.e. 

 

 

(9) 

 

Let y denotes the target location of its 

current position with the corresponding color 

probability {pu(y)}, pu(y) > 0 for u = 1, . . . , m. Let z 

denotes the estimated new target location near y 

where change in color probability does not occur 

rapidly. Using Taylor expansion, (9) can be reduced 

to 

 

 

 

(10) 

 

where 

 

 

(11) 

 

Finally, the new position „z‟ of the object in 

the candidate model is calculated in the 

neighbourhood of the previous target position yi with 

the help of similarity measure and the object is 

tracked in the candidate model. The new position z is 

calculated using (12). 
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(12) 

 

where . Figure 3 presents the 

flowchart of MS algorithm. 
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Figure 3. Flowchart of MS algorithm 

 

4. Custom-designed Platforms  

To validate the presented approaches for 

moving object analysis, a simulation environment has 

been realized followed by the design and 

development of hardware platform. 

 

Simulation Environment: In simulation 

environment, a recorded video or live streaming 

captured from a camera forms the input of detection 

and tracking algorithms running in MATLAB to 

detect moving object and to find its location. The 

object position is found in the form of coordinates (x, 

y) which is then converted into horizontal and 

vertical angles of the target motion with respect to the 

reference point. The calculated angles are then 

communicated to Proteus through virtual serial port. 

The microcontroller circuit in Proteus generates the 

Pulse Width Modulated (PWM) signals depending on 

the angles provided by the algorithm in MATLAB 

through virtual serial port. PWM is applied to motors 

models (in Proteus) to show motion of the pan-tilt 

system in the direction of the target. 

 

Hardware Platform: The custom-developed 

platform consists of an on-board camera, a control 

board, a pan-tilt system, a laser pointer light source 

and an assembly. A H.264 compatible camera of 15 

Mega-pixels resolution (Logitech C920) mounted on 

a stand has been used to monitor the environment. 

Live video is captured and processed to detect 

moving object using the algorithms detailed in 

Section 3. After successful detection, the object has 

been tracked by finding its coordinates. The 

trajectory of the tracked object is plotted. In order to 

lock the moving object, pan-tilt system is used on 

which a laser light is mounted that points to the 

moving object. Horizontal and vertical angles are 

calculated w.r.t the centre of the image frame. 

Calculated angles are serially communicated to the 

developed control board. This board is centered on a 

AVR microcontroller (ATMega 32) and associated 

circuitry. The µC generates PWM signals 

corresponding to the angles obtained. These PWM 

then finally drive servomotors (Hitech HS422) of 

pan-tilt mechanism. The block diagram of the 

developed hardware platform is shown in Figure 4. 

 

Target/ Moving 

Object
Camera

Microcontroller 

Board
Pan-Tilt System

Laptop

Laser Light

USB

RS232

O/p Port

 
Figure 4. Custom-developed hardware platform 

 

A wooden assembly to house various 

components of the hardware has been designed and 

fabricated. The fabricated hardware is presented in 

Figure 5. 

 

 
 

Figure 6. Fabricated hardware prototype 
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Figure 5. Fabricated hardware prototype 

 

Tracking algorithm gives position of the 

desired moving object as output. Position obtained is 

then compared with reference position (centre of the 

frame) to compute angles. Two angles are interest 
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here i.e. horizontal angle and vertical angle.  

Horizontal angle shows motion of the Pan motor and 

vertical angle shows motion of the Tilt motor. Target 

is locked based on motion of both motors. 

Trigonometric representation to compute these angles 

is shown in Figure 6 where (x0, y0) is the centre of the 

frame, (x1, y1) is the centre position of the tracked 

object, D is distance between centre of the frame and 

centre of the camera, dx and dy are distances from 

reference position to the centre of object along x-axis 

and y-axis respectively. T1 and T2 are horizontal and 

vertical angles respectively and are calculated using 

(13) and (14). 
 

 
(13) 

 
(14) 
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Figure 6. Computation of pan-tilt angles 

 

Let Tx and Ty are previous horizontal and vertical 

angles respectively. The motion angles (Tmx and Tmy) 

are calculated using (15) and (16). 

 

 (15) 

 (16) 

 

where Tmx and Tmy are horizontal and vertical motors 

angles respectively. These angles are passed to the 

control board through serial interface that drives the 

pan-tilt system. The control board generates PWM 

signals for servomotors motion control. PWM signals 

are generated using Output Compare Register (OCR) 

values. The calibration equation for the OCR values 

is obtained using (17) based on the computed motion 

angles. 
 

 (17) 
 

where Tm is horizontal or vertical motion angle as 

given by (15) or (16) respectively. 

 

5. Results  

Experimental results have been collected 

from the recorded video as well as from live 

streaming. 

 

Simulation Results: Using recorded video samples, 

detection and tracking performance of both 

algorithms (FD and MS) has been investigated in 

Simulation. Figure 7 illustrates results of FD 

algorithm where (a) shows a frame acquired from the 

original video, (b) indicates the tracked object in the 

selected frame while (c) represents the path followed 

by the tracked object in Cartesion coordinates, (d) 

shows the distance of tracked object from center 

position of the frame and finally (e) shows the 

angular position of the tracked object with respect to 

the center of the frame. Results obtained by applying 

FD algorithm demonstrate its efficiency and 

effectiveness to detect the moving object. 

 

  
(a) (b) 

  
(c) (d) 

 
(e) 

Figure 7(a-e). Simulated results of FD algorithm 

from a recorded video 

 

Figure. 8 (a-e) presents simulated results of 

detecting and tracking a moving object in case of MS 

algorithm. As can be seen in (c) that the algorithm 

has poor detection performance capacity. 
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(a) (b) 

  
(c) (d) 

 
(e) 

Figure 8(a-e). Simulated results of MS algorithm 

from a recorded video 

 

Real Time Results From Prototype: Finally, 

experimental trials have been conducted using the 

custom-developed hardware platform. A spherical 

ball has been moved randomly in camera Field of 

View (FoV). The motion of the ball is detected and 

tracked in real time.  Figure 9 and 10 show 

corresponding results of FD and MS algorithms. 

 

  
(a) (b) 

  
(c) (d) 

 
(e) 

Figure 9(a-e). Results of FD algorithm from a real-

time video 

 

  
(a) (b) 

  
(c) (d) 

 
(e) 

Figure 10(a-e). Results of MS algorithm from a real-

time video 

 

Figure 11 presents comparative results of 

FD and MS algorithms. Performance to detect a 

moving object in case of both algorithms is 

highlighted in (a) while (b) shows the difference 

between MS algorithms trajectory coordinates (x,y) 

and corresponding coordinates in FD algorithm. 

Results show that MS is less accurate for detection 

purposes. 
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(a) 

 
(b) 

Figure 11. Comparison between FD and MS 

algorithms 

 

6. Conclusion  

 A complete paradigm for analyzing moving 

objects in real time autonomous mode has been 

presented. FD and MS algorithms detect and track the 

moving target while developed control system locks 

it. Results from simulation environment and 

hardware prototype demonstrated that FD algorithm 

performs more better detection as compared to MS 

while for object tracking, the later outstands.  This 

consequently dictates that combining good features 

from each algorithm results in an optimized object 

analysis strategy. The presented platform opens 

avenues of research in computer vision and image 

processing. Further desirable features of such a target 

analysis platform include object recognition and 

identification. Sophisticated image processing 

algorithms based on correlation can be incorporated 

in the presented platform. Moreover, the research can 

be integrated in various domains of robotics [11-26] 

with minor modifications. 
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