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Abstract: Content Based Image Retrieval (CBIR) is a very important research area in the field of image processing, and comprises of low level feature extraction such as color, texture and shape and similarity measures for the comparison of images. Recently, the research focus in CBIR has been in reducing the semantic gap, between the low level visual features and the high level image semantics. This paper provides a comprehensive survey of all these aspects. This survey covers approaches used for extracting low level features; various distance measures for measuring the similarity of images, the mechanisms for reducing the semantic gap and about invariant image retrieval. In addition to these, various data sets used in CBIR and the performance measures, are also addressed. Finally, future research directions are also suggested.


Keywords: content-based image retrieval (CBIR), affinity matrix, semantic cluster matrix (SCM), invariant moments, relevance feedback (RF), invariant retrieval

1. Introduction

Digital images are currently widely used in medicine, fashion, architecture, face recognition, finger print recognition and bio-metrics etc. Hence, efficient image searching and retrieval are important. The earlier image retrieval systems were text based. Images were represented by using keywords. The keyword for the image was created by human operators. Manually entering keywords for images in a large database can be inefficient, expensive and may not capture every keyword that describes the image. Therefore, Content Based Image Retrieval (CBIR), based on the image content came into existence. Ying Liu et al., 2007 surveyed the CBIR system focusing on high level semantic concepts. Kekre H.B. et al., 2011 discussed feature extraction, distance measures, classifier techniques such as neural network classifiers, K-nearest neighbor algorithm and the performance measures.

The CBIR system relies on color, texture and shape which are low level image features. Section 2 discusses the various possible low level features available in the literature. The low level features are extracted from the database images and stored in a feature database. Similarly, the low level features are extracted from the query image and the query image features are compared with the database image features using the distance measure. Images having the least distance with the query image are displayed as the result. The various popular distance measures reported in the literature are presented in Section 3. The main drawback of the CBIR system is that the images with similar low level features may vary from the query image in terms of the semantics perceived by the user. This problem is known as the ‘Semantic gap’ problem (Rahman. M. M. et al., 2007, Hui Hui Wang et al., 2010). Hence, reducing the semantic gap between the low level image features and the high level image concepts, became a very interesting and challenging area of research. It is called as Semantic Content Based Image Retrieval (SCBIR) and the various techniques available in SCBIR are presented in Section 4.

The CBIR system must be invariant to the geometric transformations. Hence, this paper discusses invariant image retrieval in Section 5. Finally, the different datasets used in the various CBIR systems are discussed in section 6, and the performance measures to analyze the CBIR systems are presented in section 7. Section 8 gives the comparison of the various CBIR components used in recent papers. Section 9 concludes the paper.

2. Low Level image Features used in CBIR

In CBIR systems, a feature is a characteristic that can capture a certain visual property of an image either globally for the entire image or locally for regions or objects (Selvarajah S. et al., 2011, Kodituwakku S.R., 2010 ). The low level features commonly used in CBIR are color, texture, shape and edge. The following subsections address the color, texture, shape and edge features used in CBIR.

2.1 Color Features

Color features are extracted using color moments, color histogram, invariant color histogram,
and dominant color. These methods of extracting color features are explained in the following section.

2.1.1 Color Moments

The color distribution of the image is characterized by its moments. The first, second and third central moment of each of the color channels is stored as a color feature. If the value of the \( j \)th color channel at the \( i \)th pixel is \( p_{ij} \), then the first moment mean \( (\mu_j) \) is given by equation (1). The second moment standard deviation \( (\sigma_j) \) is given by equation (2). The third moment skewness \( (\gamma_j) \) is given by equation (3) (Rahman et al., 2007, Rahman et al., 2009, Hatice Cinar Akakin et al., 2012).

\[
\mu_j = \frac{1}{N} \sum_{i=1}^{N} p_{ij}
\]  

\[
\sigma_j = \left( \frac{1}{N} \sum_{i=1}^{N} (p_{ij} - \mu_j)^2 \right)^{\frac{1}{2}}
\]  

\[
\gamma_j = \left( \frac{1}{N} \sum_{i=1}^{N} (p_{ij} - \mu_j)^3 \right)^{\frac{1}{2}}
\]  

In equation (1) to (3) is the total number of images.

2.1.2 Color Histogram

The histogram of an image is a graph which contains the occurrence of each intensity value found in that image, obtained by counting all image pixels having that intensity value. For an 8-bit grayscale image there are 256 different possible intensities. So, the histogram will graphically display 256 grayscale values showing the distribution of pixels amongst those numbers. Histograms can also be taken of color images. A color histogram is the representation of the distribution of colors in an image. It is a standard statistical description of the color distribution in terms of the occurrence frequencies of the different regions in a color space (Imtnan-Ul-Haque et al., 2011). To create a color histogram, the color space has to be partitioned into regions. The 24 bit RGB color space has \( 2^{24} \) different color regions. A histogram containing \( 2^{24} \) bins is too large to be dealt. Hence the color space is quantized into a number of bins, where each bin represents a range of color values. The number of pixels in the image that falls in each of these ranges is counted to get the color histogram. The number of bins is decided based on the loss of precision tolerated and the memory requirement. Color histograms can be built in various color spaces (Deselaers T. et al., 2007, Neetu Sharma et al., 2011, Javad Kangarani Farahani et al., 2012).

The authors Lining Zhang et al., 2012 utilized the color histogram to represent the color information. They found the color histogram in HSV color space. The hue and saturation are quantized into eight bins and value into four bins. Imtnan-Ul-Haque et al. 2011, used three dimensional (3D) histogram as a color feature. The number of bins for each of the color channel is kept common. They have used three color spaces namely RGB, Improved Hue, Luminance and Saturation (HLS) and \( L^*a^*b^* \).

2.1.3 Invariant Color Histogram

Theo Gevers et al., (2004) proposed a robust histogram from photometric color invariants (invariant to illumination, shading and inter reflections) for object recognition. The histograms are computed by the variable kernel density estimators. The variable kernel density estimator is given in equation (4)

\[
\hat{f}(x) = \frac{1}{n} \sum_{i=1}^{n} \frac{1}{h} K \left( \frac{x - x_i}{h} \right)
\]  

Here, kernel \( K \) is a function satisfying \( \int K(x)dx = 1 \). The kernel centered on \( x_i \) has its own scale parameter \( \alpha(x_i) \), \( i = 1, ..., n \). For color images, the scale parameter is a function of the RGB-values and the color space transform. This histogram is invariant to illumination, shading, highlights and reflections.

2.1.4 Dominant Color

In region based image retrieval, the regions are segmented and the features are extracted for the regions. Due to the inaccuracy of the segmentation, the average color of a segmented region may be different from that of the original image. To obtain the dominant color of the image, first the histogram is obtained and then the bin with the maximum size is taken as the dominant color of the region. When the segmented region does not have a homogeneous color, then, the average color will not be a good choice for the color feature (Ying Liu, et al., 2008).

2.2 Texture Features

Texture features are extracted using Gray Level Co-occurrence matrix (GLCM), Gabor Transform and Tamura Features. These methods of extracting texture features are explained in the following section.

2.2.1 Gray Level Co-occurrence matrix (GLCM)

The GLCM is created from a gray-scale image. The GLCM finds how often a pixel with a gray-level value \( i \) occurs either horizontally, vertically, or diagonally to adjacent pixels with the value \( j \). It is given by the relative frequency of the occurrences of two gray-level pixels \( i \& j \), separated by \( d \) pixels in the \( \theta \) orientation, where \( d \) is the displacement and \( \theta \) is the direction. The ‘\( d \)’ can take values 1, 2, 3, etc., and \( \theta \) can take values 0° (horizontal), 90° (vertical), 45° and 135° (diagonal) (Rahman et al., 2007). The construction of the GLCM is shown in Figure 1. Several statistical texture properties like contrast, correlation, energy, homogeneity and entropy can be derived from the GLCM and the formulae are given in equations (5) through (9) (Haralick et al., 1973, Rahman et al., 2009, Najlae Idrissi, 2009).
2.2.2 Gabor Transform

For an image I(x, y) of size P × Q, its Gabor wavelet transform is given by equation (10).

\[ g(x, y) = \frac{1}{2\pi \sigma_x \sigma_y} \exp \left[ -\frac{1}{2} \left( \frac{x^2}{\sigma_x^2} + \frac{y^2}{\sigma_y^2} \right) \right] \times \left[ \cos(\omega_0 x + \phi) \right] \]  

where \( W \) is the modulation frequency \( \sigma_x \) and \( \sigma_y \) characterizes the spatial extent and frequency bandwidth of the Gabor filter.

If g(x,y) is the mother wavelet transform, then the Gabor filter \( g_{mn}(x,y) \) is obtained by equation (11).

\[ g_{mn}(x,y) = a^{-2m} g(x',y'), \quad a > 1 \]  

where \( x' = a^{-m}(x \cos \theta + y \sin \theta) \), and \( n \) and \( m \) are the scale and orientation of the wavelet with \( m = 0, 1, ..., M \) and \( n = 0, 1, ..., N - 1 \). \( \theta = m / N \) and \( a = \left( \frac{U_n}{U_m} \right)^{\frac{1}{N-1}} \), and \( U_n \) and \( U_m \) represent the higher and lower frequencies of interest.

For an image I(x, y) with size \( P \times Q \), its Gabor wavelet transform is given by equation (12) and \( g_{mn}^* \) is the complex conjugate. The mean and standard deviation of the magnitude are used to represent the homogeneous texture feature of the region. The mean and standard deviation are calculated using equations (13) and (14) respectively.

\[ g_{mn}(x, y) = \sum_t \sum_s I(x, y) g_{mn}^* (x - s, y - t) \]  

\[ \mu_{mn} = \frac{1}{P \times Q} \sum_x \sum_y g_{mn}(x, y) \]  

\[ \sigma_{mn} = \left( \frac{1}{P \times Q} \sum_x \sum_y g_{mn}(x, y) - \mu_{mn} \right)^2 \]  

The texture feature vector \( f_t \) is calculated using \( \mu_{mn} \) and \( \sigma_{mn} \) as feature components. For M scales and N orientations, the texture feature vector \( f_t \) is given by equation (15) (Rahman. M. H. et al., 2011, Rahman. M. H. et al., 2012, Selvarajah S.et al., 2011).

\[ f_t = [\mu_{00}, \sigma_{00}/ \mu_{00}, ..., \mu_{(M-1)(N-1)}, \sigma_{(M-1)(N-1)}] \]  

2.2.3 Tamura Features

Coarseness, contrast, directionality, line-likeness, regularity and roughness are the six Tamura features. Coarseness, contrast and directionality correlate strongly with the human perception, and hence they are very important.

2.3 Shape Features

Shape features are extracted using many approaches. They are one-dimensional functions for shape representation, polygonal approximation, spatial interrelation feature, moments, scale-space methods and shape transform domains (Yang Mingqiang, et al., 2008). There is no general feature which works best for every kind of image. An appropriate shape feature has to be chosen depending upon the situation and the nature of the image (Zhang D. et al., 2004). Some of the shape features are discussed in this section.

2.3.1 Histogram of Edge Directions

The edge histogram captures the general shape information in the image. The edge information contained in the image is obtained, using edge detection algorithms like canny, sobel, etc. The edge directions are quantized into a number of bins (Rahman et al., 2007, Felci Rajam. I et al., 2011b, 2012). For achieving scale invariance, the histogram is normalized with respect to the number of pixels in the image. The histogram is smoothed to make it robust to rotation.

2.3.2 Region Moments

Among region-based descriptors, moments are very popular. These include invariant moments, Zernike moments and Legendre moments.

2.3.2.1 Invariant Moments

Invariant moments or geometric moments are the simplest moment functions with the basis \( \Psi_{pq}(x, y) = x^p y^q \). The geometric moment function \( m_{pq} \) of order \( (p+q) \) is defined by the equation (16).

\[ m_{pq} = \sum_x \sum_y x^p y^q f(x, y) \]  

The geometric central moments that are invariant to translation are defined by equation (17)

\[ \mu_{pq} = \sum_x \sum_y (x - \bar{x})^p (y - \bar{y})^q f(x, y), \quad p, q = 0, 1, 2, ... \]  

where \( \bar{x} = m_{10}/m_{00} \) and \( \bar{y} = m_{01}/m_{00} \)

The seven invariant moments are given by the following equations (18) to (24).

\[ I_1 = \eta_{20} + \eta_{02} \]  

\[ I_2 = (\eta_{20} - \eta_{02})^2 + (2\eta_{11})^2 \]  

\[ I_3 = (\eta_{20} - 3\eta_{12})^2 + (3\eta_{11} - \eta_{02})^2 \]  

\[ I_4 = (\eta_{20} + \eta_{12})^2 + (\eta_{21} + \eta_{02})^2 \]  

\[ I_5 = (\eta_{20} - 3\eta_{12})^2 + (3\eta_{11} - \eta_{02})^2 \]  

\[ I_6 = (\eta_{20} + \eta_{12})^2 + (\eta_{21} + \eta_{02})^2 \]  

\[ I_7 = (\eta_{20} - 3\eta_{12})^2 + (3\eta_{11} - \eta_{02})^2 \]  

\[ I_8 = (\eta_{20} + \eta_{12})^2 + (\eta_{21} + \eta_{02})^2 \]  

\[ I_9 = (\eta_{20} - 3\eta_{12})^2 + (3\eta_{11} - \eta_{02})^2 \]  

\[ I_{10} = (\eta_{20} + \eta_{12})^2 + (\eta_{21} + \eta_{02})^2 \]  

\[ I_{11} = (\eta_{20} - 3\eta_{12})^2 + (3\eta_{11} - \eta_{02})^2 \]  

\[ I_{12} = (\eta_{20} + \eta_{12})^2 + (\eta_{21} + \eta_{02})^2 \]  

\[ I_{13} = (\eta_{20} - 3\eta_{12})^2 + (3\eta_{11} - \eta_{02})^2 \]  

\[ I_{14} = (\eta_{20} + \eta_{12})^2 + (\eta_{21} + \eta_{02})^2 \]  

\[ I_{15} = (\eta_{20} - 3\eta_{12})^2 + (3\eta_{11} - \eta_{02})^2 \]  

\[ I_{16} = (\eta_{20} + \eta_{12})^2 + (\eta_{21} + \eta_{02})^2 \]  

\[ I_{17} = (\eta_{20} - 3\eta_{12})^2 + (3\eta_{11} - \eta_{02})^2 \]  

\[ I_{18} = (\eta_{20} + \eta_{12})^2 + (\eta_{21} + \eta_{02})^2 \]  

\[ I_{19} = (\eta_{20} - 3\eta_{12})^2 + (3\eta_{11} - \eta_{02})^2 \]  

\[ I_{20} = (\eta_{20} + \eta_{12})^2 + (\eta_{21} + \eta_{02})^2 \]  

\[ I_{21} = (\eta_{20} - 3\eta_{12})^2 + (3\eta_{11} - \eta_{02})^2 \]  

\[ I_{22} = (\eta_{20} + \eta_{12})^2 + (\eta_{21} + \eta_{02})^2 \]  

\[ I_{23} = (\eta_{20} - 3\eta_{12})^2 + (3\eta_{11} - \eta_{02})^2 \]  

\[ I_{24} = (\eta_{20} + \eta_{12})^2 + (\eta_{21} + \eta_{02})^2 \]  

"
Invariant moments are invariant to translation, rotation and scaling (Yang Mingqiang, et al., 2008, Dudani S.A et al., 1977, Asmatullah Chaudhry et al., 2012).

2.3.2 Zernike moments

Zernike moments are derived from the orthogonal Zernike polynomials. Hence, it is an orthogonal moment. The Zernike moments are given by equation (25).

\[ V_{nm}(x,y) = V_{nm}(r \cos \theta, r \sin \theta) = R_{nm}(r) \exp(i m \theta) \]

where \( R_{nm}(r) \) is the orthogonal radial polynomial, and is given by equation (26).

\[ R_{nm}(r) = \sum_{i=0}^{n-m} \binom{n}{i} \binom{n-m}{i} (-1)^i \frac{(n-m)!}{i!(n-2i)!} \frac{r^{n-2i}}{2} \]

(26)

where \( n, m = 0, 1, 2, \ldots; 0 \leq |m| \leq n \) and \( n-|m| \) is even.

The Zernike moments for the image \( f(x,y) \) are defined by equation (27).

\[ Z_{nm} = \frac{1}{\pi} \sum_{i=0}^{n+1} \sum_{i=0}^{n} f(r \cos \theta, r \sin \theta) \cdot R_{nm}(r) \cdot \exp(i m \theta) \]

(27)

2.3.3 Legendre Moments

Legendre moments use Legendre polynomials as the kernel function. The two-dimensional Legendre moments of order \( p+q \) for an image \( f(x,y) \) are defined by equation (28).

\[ L_{pq} = \frac{(2p+1)(2q+1)}{4} \int_{-1}^{1} \int_{-1}^{1} P_p(x) \cdot P_q(y) \cdot f(x,y) \cdot dx \cdot dy \quad x, y \in [-1, 1] \]

(28)

where the Legendre polynomial \( P_p(x) \) of order \( p \) is given by equation (29).

\[ P_p(x) = \sum_{k=0}^{p} \binom{p+k}{p} \left( \frac{x+k}{2p+2} \right)^{p+k} \]

(29)

The Legendre moments described in equation (28) can be expressed in discrete form by equation (30).

\[ L_{pq} = \lambda_{pq} \sum_{i=0}^{N-1} \sum_{j=0}^{N-1} P_p(x_i) \cdot P_q(y_j) \cdot f(i,j) \]

(30)

where \( \lambda_{pq} = \frac{(2p+1)(2q+1)}{N^2} \) and \( x_i, y_j \) are the normalized pixel coordinates, and are given by equation (31) (Ch. Srinivasa Rao et al., 2010).

\[ x_i = \frac{2i}{N-1} - 1 \quad \text{and} \quad y_j = \frac{2j}{N-1} - 1 \]

(31)

3. Distance Measures

Distance measures are used for comparing the similarity of two images. There are different kinds of similarity measurements like Euclidean distance, histogram intersection, Bhattacharya distance and Mahalanobis distance for CBIR applications.

3.1 Euclidean Distance

Let \( q \) be the query image and \( r \) be the target image and let \( p_q(z_q) \) and \( p_r(z_r) \) be their respective probability densities. The Euclidean distance between the query image and the target image is given by equation (32).

\[ D_{Eucl}(q_i, t_j) = \frac{1}{N} \sum_{i=1}^{N} (q_i - t_j)^2 \]

(32)

In Euclidean distance, the least value of distance measure indicates the similarity (Rahman et al., 2007, Felci Rajam. I et al., 2011a, 2012).

3.2 Histogram Intersection

It is a distance measure for comparing histograms. It calculates the common part of the two histograms, and neglects the features occurring in a single histogram. The histogram intersection of two histograms \( H \) and \( H' \) is calculated using equation (33) (Deselaers T et al., 2007).

\[ d_{H}(H, H') = H \cdot H' \]

(33)

3.3 Bhattacharya Distance

The Bhattacharya Distance measures the similarity between two discrete or continuous probability distributions. A popular distance of similarity between two Gaussian distributions is the Bhattacharya distance. The Bhattacharya distance \( D_{Bhat} \) between the query image \( q \) and the target image \( t \) in the database is given by equation (34).

\[ D_{Bhat}(q,t) = \frac{1}{2} (\mu_q - \mu_t)^T \left( \frac{\Sigma_q + \Sigma_t}{2} \right)^{-1} (\mu_q - \mu_t) + \frac{1}{2} \ln \left( \frac{(\Sigma_q + \Sigma_t)^{1/2}}{\left(\frac{\Sigma_q + \Sigma_t}{2}\right)^{1/2}} \right) \]

(34)

where \( \mu_q \) and \( \mu_t \) are the mean vectors, and \( \Sigma_q \) and \( \Sigma_t \) are the covariance matrices of the query image \( q \) and the target image \( t \), respectively (Rahman et al., 2008, Saptadi Nugroho, 2011).

3.4 Mahalanobis Distance

The Mahalanobis Distance is based on the correlations between variables, and is used to analyze various patterns. It is useful in determining the similarity between an unknown sample set and a known one. The unknown sample set is the query image, and the known set is the images in the database. The Mahalanobis distance between the query image \( q \) and the target image \( t \) is given by equation (35) (Prabir Bhattacharya et al., 2006).

\[
D_{\text{Maha}}(q, t) = (\mu_q - \mu_t)^T \Sigma^{-1}(\mu_q - \mu_t)
\]

(35)

4. Semantic Content Based Image Retrieval

Many techniques have been evolved for reducing the ‘semantic gap’ between the low level image features and high level semantics. The CBIR system which reduces this semantic gap is called as the semantic CBIR. This section describes the various techniques that are developed in reducing the semantic gap.

4.1 Machine Learning Techniques

The high level semantic features are derived from the image DB with the help of machine learning techniques. Supervised and unsupervised machine learning techniques are available.

4.1.1 Supervised Machine Learning techniques

Neural networks, Decision trees, and Support Vector Machines (SVMs) are some of the supervised machine learning techniques, which learn the high level concepts from low-level image features. The supervised machine learning techniques perform the classification process with the help of the already categorized training data. For the training data, the input (low level image features) and the desired output (category of the image) are already known. When the supervised learning algorithms are trained with the known training data, it is able to generalize the new unseen data. Hence, given a query image, the low level features are extracted and it is given as input to any one of the machine learning algorithms which is already trained with the training data. The machine learning algorithm predicts the category of the query image which is nothing but the semantic concept of the query image. Hence instead of finding similarity between the query image and all the images in DB, it is found between the query image and only the images belonging to the query image category. Also when the entire DB is searched, the retrieval result contains images of various categories. But when the machine learning techniques are used, since the query image’s category (semantic concept) is predicted, the retrieval results will contain the images belonging to that category alone.

4.1.1.1 Neural Network

Neural networks are also useful in concept learning. The low level features of the segmented regions of the training set images are fed into the neural network classifiers, to establish the link between the low level image features and high level semantics. The disadvantage of this method is that it requires a large amount of training data, and is computationally intensive (Liu, Y et al., 2007, Aynm E.Khedr et al., 2012, Thenmozhi et al., 2012). When the query image feature vector is presented to the neural network, it gives its semantic concept.

4.1.1.2 Decision Tree Learning Methods

Decision tree (DT) learning methods such as ID3, C4.5 and CART perform well in data classification. The ID3 algorithm requires the value of the input attributes to be discrete. The ID3 finds the most useful attribute in classifying the given set. The attribute with the maximum information gain is the most useful attribute. The C4.5 algorithm can handle continuous attributes. At each node of the tree, C4.5 chooses one attribute of the data that most effectively splits the set of samples into two subsets. The attribute with the highest normalized information gain is chosen to make the decision. The Classification and Regression Tree (CART) is a binary decision tree. It is constructed by splitting a node into two child nodes, repeatedly beginning with the root node that contains the whole learning sample. The CART algorithm will itself identify the most significant variables and eliminate the non-significant variables (Ying Liu et al., 2008). Decision Tree – Semantic Template (DT-ST) method was proposed by Ying Liu et al., 2008. The sample regions are extracted from the training set images. Then, the color and texture features are extracted from the sample regions, and the color and texture semantic templates are constructed for each concept. The training samples with discrete attribute values are used to construct the DT. The DT-ST method outperforms the ID3 and C4.5 algorithms (Liu, Y et al., 2007). The constructed decision tree is used to find the semantic concept of the query image.

4.1.1.3 Support Vector Machine (SVM)

SVM was first designed for binary classification. Later, the SVM multi class classifiers were developed using the SVM binary classifiers. In the One-against-all (OVA) multi class classifier, N binary classifiers are constructed for each of the N classes. Each binary SVM takes one class sample as the positive example, and all the remaining class samples as negative example. A data point is classified under a certain class, if and only if, the corresponding class SVM accepts it, and all the other SVMs reject it. The disadvantage is that more than one SVM may accept or all SVMs may reject. In such a case, the data point cannot be classified. The One-against-one (or) Pair Wise Coupling (PWC) constructs \( N^*(N - 1)/2 \) SVM binary classifiers. For each pair of classes, there is one classifier. The class
which gets the highest vote is the class of the data point. Hence, when a query image feature vector is given to the SVM, it predicts its class (semantic concept) (Madzarov G et al., 2009).

4.1.1.4 SVM-Binary Decision Tree

The SVM-BDT takes advantage of the efficient computation of the binary tree architecture, and the high classification accuracy of the SVMs. Here, (N-1) SVMs are needed to train an N class problem. For the construction of the SVM-BDT, first, the semantic template of each of the categories or classes is found. Construction of semantic template is explained in section 4.4. The semantic template of the ith class is given by \( \overline{f_i}, f_{i1}, f_{i2}, \ldots, f_{im} \). The Euclidean distance between the semantic templates of each of the N classes is the N x N distance matrix. Two classes that have the largest Euclidean distance are assigned to each of the two clustering groups. The semantic template of these two classes is the cluster center of the two groups. The class closest to each of the cluster centers is found, and assigned to the corresponding group. The cluster center is updated to the semantic template of the newly added class. All the classes are assigned to one of the two possible groups of classes. The process continues, until there is only one class per group. The SVM binary classifier is used to train the samples in each non leaf nodes of the decision tree (Felci Rajam I. et al., 2011a).

![Figure 2. SVM-BDT for 10 category image set](image)

During the testing time, the feature vector of the query image is given as input to the SVM-BDT, and only \([\log_2 N] \) classifiers are consulted during the testing time. The SVM-BDT predicts the label (semantic category) of the query image. Hence, the similarity distance between the query image and the predicted category images are computed and the images with least distance are retrieved. An example of a 10-class SVM-BDT is shown in Figure 2. For SVM-based image classification, recent work shows that the radial basis kernel function (RBF) works well, when the relation between the class labels and attributes is nonlinear (Rahman et al., 2007).

4.1.2 Unsupervised Learning

Unsupervised learning refers to the problem of trying to find hidden structure in the unlabeled data. It has no measurements of outcome, to guide the learning process. Image clustering is a typical unsupervised learning technique. It groups the sets of image data in such a way, that the similarity within a cluster should be maximized, and the similarity between different clusters must be minimized (Liu, Y et al., 2007).

K-means clustering aims to partition the given n observations into k clusters. The mean of each cluster is found and the image is placed in a cluster, whose mean has the least Euclidean distance with the image feature vector. Due to the complex distribution of the image data, the k-means clustering often cannot separate images with different concepts well enough (Liu, Y et al., 2007).

NCut clustering is used to cluster the database images into different semantic classes. A set of n images is represented by a weighted undirected graph \( G = (V, E) \). \( V = \{ 1, 2, \ldots, n \} \) represents images; the edges \( E= \{(i, j) / i, j \in V\} \) are formed between every pair of nodes. The weight \( w_{ij} \) of an edge \( (i, j) \) is a function of the distance between those two nodes (images) \( d(i, j) \). The system displays the image clusters and adjusts the model of similarity measure according to user feedbacks. (Zakariya S. M., 2010).

Fuzzy clustering models provide a promising solution to the clustering problem. The Fuzzy c-means (FCM) clustering is the most widely used fuzzy clustering algorithm. This algorithm is based on an iterative optimization of a fuzzy objective function. The degree of membership of a data item to a cluster is between [0, 1]. For a given query image, the output of the FCM is the membership value of the image with each of the K classes. The query image belongs to the class for which the membership value is high (Rahman et al., 2007, Felci Rajam I. et al., 2011b, Celia B et al., 2010).

Hence the unsupervised learning algorithms takes the uncategorized image data as input and clusters those data into a number of categories by finding the hidden structure in the unlabelled data. The clustering algorithms divide the given data into n clusters and give cluster centers of each cluster. When a query image features are given to the clustering algorithm, it finds the distance between the query image and all the cluster centers. The query image belongs to the cluster for which the distance is a minimum. Hence, here also the similarity distance is found between the query image and the images belonging to the predicted cluster alone.

4.2 Relevance Feedback (RF)

The relevance feedback mechanism was initially used in retrieving documents, and later was used for retrieving images. This mechanism brings the user in the retrieval loop to reduce the semantic gap.
between the low level features, and what the user thinks. In RF, initially the system provides the retrieval results with the help of distance measures or some of the machine learning techniques or the affinity matrix etc. The user states whether the retrieval results are relevant (positive results) or irrelevant (negative results) to the query. Such relevance feedback is used to perform a new search with the modified search parameters, (ie), the position of the query point, the similarity metric and other tuning parameters. The machine learning algorithms can also be refined to learn the user’s feedback. The feedback can be got from the user again and again, till the user is satisfied with the results. By this continuous learning process through interaction with the end user, the performance of the CBIR system is boosted (Giacinto, G. et al., 2005, Das. G. et al., 2007).

Query reweighting (QR) and Query Point Movement (QPM) are some of the relevance feedback mechanisms, which are discussed in Liu, Y. et al., 2007. Query Expansion (QEX) is another relevance Feedback technique. The RF strategies QR and QPM did not completely cover the user’s interest in the broad feature space. QEX groups the similar relevant points into several clusters, and selects good representative points from these clusters to construct the multipoint query. QEX is more effective than QPM and QR (Ja-Hwung Su et al., 2011). Samuel Rota Bulò et al., 2011 proposed a novel approach to content-based image retrieval with relevance feedback, which is based on the random walker algorithm. Ja-Hwung Su et al., 2011, proposed a Navigation-Pattern-based Relevance Feedback (NPRF), to achieve high efficiency in CBIR. The NPRF search makes use of the discovered navigation patterns and three kinds of query refinement strategies, namely QPM, QR, and QEX to converge the search space toward the user’s intention effectively.

4.3 Affinity Matrix

The affinity matrix is useful in capturing the high level semantic concepts in the image. The rows of the affinity matrix contain the query regions, and the columns contain all the images in the database. Entries in the affinity matrix are the accumulated scores acquired through the Relevance Feedback (RF). Initially all the entries of the affinity matrix are set to zero. During the testing phase, if the user marks a certain image as ‘positive’ to the query image, the score of the corresponding image column is increased by 1. If the image is marked as negative, then the corresponding entry in the matrix is decreased by 1. The affinity matrix is filled by integers that represent the semantic closeness of the image region with the database images (Liu et al., 2009). Given a query image, the user selects the region of interest. The distance between the query region and all other semantic regions are found. The query region belongs to the cluster for which the distance is less. The database images which have the positive affinity values constitute the search space. The similarity distance between the query image and the images in this reduced search space is found and the top ‘k’ images with least distances are displayed and the feedback is updated in the affinity matrix.

4.3.1 Markov Model Mediator (MMM)

Shyu et al. (2007) proposed a Markov model mediator (MMM) to facilitate the capturing of high level image concepts in the CBIR. It learns the high level concepts of the images from the history of the user access patterns, and the access frequencies of the images in the database. The affinity relationship among the images in the database is contained in the relative affinity matrix A. The training process was done off-line. The user selects one query image. The query message is sent to the server. The server retrieves the related images from the database and sends the query results to the client. Upon receiving the results, user selects the relevant images. This feedback is sent back to the server. When the server receives this feedback message, it updates the user access patterns and access frequencies accordingly (Shyu et al., 2007).

4.3.2 Semantic Clustering Scheme

Liu et al. (2009) proposed a semantic clustering scheme for region based image retrieval. The semantic similarities between the image regions are obtained with the help of the user query and feedback history. The affinity matrix is used to store the users’ feedback about the image. Initially, the query region is entered as a new semantic cluster and its feature vector is treated as the centroid of the semantic cluster. For every image that is labeled as positive, the system finds out which region of the positive image has the shortest Euclidean distance from the query region, and puts this positive region in the same cluster of the query region. All the other regions in that image have the label ‘unknown’. All the regions in the images marked as negative are marked as ‘negative’ in the corresponding query region. Given a query image, the user has to select the region of interest from the query image. The Euclidean distance between the query region and all the other semantic regions in the affinity matrix is used to find the cluster to which the query image belongs. Then the positive images in that cluster are matched with the query image and the top images with high similarity are displayed (Liu et al., 2009).

4.4 Semantic Template (ST)

ST is defined as the ‘representative’ feature of a concept, calculated from a collection of sample images. For a concept, the ST is defined as the centroid of the low level features of all the sample regions of the concept (Ying Liu et al., 2008). If the color and texture features are given by \(\{c_1, c_2, \ldots, c_n\}\) and \(\{t_1, t_2, \ldots, t_n\}\), and suppose there are \(n\) sample regions for each
concept, then, the centroid of the first dimension of the color and texture features can be calculated by the following equation (36) and (37) respectively.

\[ \hat{c}_l = \frac{1}{n} \sum_{i=1}^{n} c_i \]  
(36)

\[ \hat{t}_l = \frac{1}{n} \sum_{i=1}^{n} t_i \]  
(37)

The color semantic template and texture semantic template are given by equation (38) and (39) (Ying Liu et al., 2008).

\[ C_i = (\overline{c}_1, \overline{c}_2, ..., \overline{c}_{n_1}) \]  
(38)

\[ T_i = (\overline{t}_1, \overline{t}_2, ..., \overline{t}_{n_2}) \]  
(39)

The color threshold (texture threshold) for class i is the maximum distance between any 2 color (texture) feature vectors in the cluster and is defined by the equation (40) and (41) respectively.

\[ R_i^c = \max_{j=0}^{n_1} d_{c(j,i)} \]  
(40)

\[ R_i^t = \max_{j=0}^{n_2} d_{t(j,i)} \]  
(41)

The semantic template is a feature which collectively represents a semantic concept. Given a query image, the color and texture features are extracted from it. The Euclidean distance between the color (texture) feature of the query region and the color(texture) semantic template of each concept is obtained. The label of the query image is found by the equation (42).

\[ CTlabel = \begin{cases} 
  m, & \text{if } d_{c(j,i)} \leq R_i^c \text{ and } d_{t(j,i)} \leq R_i^t \\
  -1, & \text{Otherwise} 
\end{cases} \]  
(42)

Hence the label of the query image (ie) the semantic concept of the query image is found and the searching is restricted to that category images alone. Hence semantically relevant images will be retrieved in lesser amount of time.

4.5 Semantic Cluster Matrix (SCM)

Machine learning methods provide good results, when the query image belongs to an already trained category. But if the query image is an unknown image, then retrieval performance is poor. There is a mismatch in even the top level semantic category. This is called as ‘Category mismatch’. Felci Rajam I. et al., 2012 designed a matrix called the Semantic Cluster Matrix (SCM) for training the system adaptively at the testing time, to avoid the problem of ‘category mismatch’. The SCM combines the power of the affinity matrix and the relevance feedback mechanism to provide efficient retrieval, not only for the already trained category images, but also for the untrained category images. The SCM contains semantic information, such as the semantic template for the semantic cluster, semantic threshold values, label of the cluster, number of regions in the cluster, category of the semantic cluster, the affinity matrix for the cluster and the feature vectors of all the regions belonging to this semantic cluster. Each row contains the details of one semantic cluster. The system is initially trained using the SVM-BDT. For a known category query image, the SVM-BDT provides good results. But for an unknown category image, the SVM-BDT fails. In such case, the SCM is searched. The distance between the query image feature vector and the semantic template of each cluster in the SCM is found. Then, the distances are compared with the semantic thresholds of the clusters and the distances which are within the semantic thresholds are alone considered. The categories of these clusters are analyzed and the category which gets the highest vote is taken and among these, the label of the least distance cluster is picked as the closest semantic cluster to the query image. The positive images in the affinity matrix of that cluster are alone compared with the query image to provide the target results. If the SCM produces correct results then, the feedback is obtained from the user and the corresponding semantic cluster is updated with the query image information. The SCM is also initially trained with the known category images. Hence, at the beginning, the SCM also fails to provide the correct results. In such a case, the entire DB is searched and the results are displayed. The user gives the feedback about the positive images; then, that category of images is searched and the results are displayed. Once again the user gives feedback and the query image information becomes a new cluster in the SCM (Felci Rajam I. et al., 2012).

4.6 Object Ontology

Object ontology is another means of reducing the semantic gap in image retrieval. The semantics of an image is nothing but the description of the image. For example, the sea can be described as ‘lower, uniform and blue region’, and the sky can be described as ‘upper, uniform, and blue region’. The low level features are associated with different intervals of the intermediate level descriptors, such as ‘light blue, medium blue, dark blue’. The object ontology provides a qualitative definition of the high level query concepts. The database images are classified into different categories, by associating such descriptors with the images based on knowledge (Liu, Y. et al., 2007). In this method, the ontology is developed to allow the user to query an image database, using the semantically meaningful concepts. An example of object ontology used by V. Mezaris et al., is shown in Figure 3. In this system, each region of an image is described by its average color, its position in vertical and horizontal axis, its size and shape. The query will be given using key words. An example query is “Find images with upper, large, light blue region”. The images of the database are also described with these keywords. Since the DB images are categorized based on the object ontology, when a query is given, the images that have the matching descriptors to the query are retrieved. Hence the system reduces the semantic gap and support
query by keywords.

**Object ontology**

```
<table>
<thead>
<tr>
<th>color</th>
<th>position</th>
<th>size</th>
<th>shape</th>
</tr>
</thead>
<tbody>
<tr>
<td>Luminance (L)</td>
<td>(very low, low, medium, high, very high)</td>
<td>(high, middle, low)</td>
<td>(small, medium, large)</td>
</tr>
<tr>
<td>Green-red (a)</td>
<td>green high, green medium, green low, none, red medium, red high</td>
<td>middle</td>
<td>oblong</td>
</tr>
<tr>
<td>blue-yellow (b)</td>
<td>blue high, blue medium, blue low, none, yellow medium, yellow high</td>
<td>middle</td>
<td>oblong</td>
</tr>
</tbody>
</table>
```

**Figure 3. An example of Object Ontology**

5. Invariant Image Retrieval

The existing image retrieval methods utilize the features of an image to describe and retrieve similar images. However, many features lack invariance when geometrical transformations are applied on an image. This will result in the mismatch of the retrieval process when the image’s orientation, and position or scales are altered. This section discusses some of the content-based image retrieval methods, when the query image is subjected to geometric transformations.

For a given query image, the retrieval method (Cheng-Hao Yao et al., 2003) retrieves the images that are subjected to translation, rotation and/or scaling. This retrieval method is based on the similarity measures on feature distributions, and retrieves texture images from a database of color textures. The similarity measure is the histogram intersection technique, and this similarity measure is extended to retrieve the texture regions from a database of natural images. This method is invariant to translation, scaling and rotation, but it is only suitable for texture based retrieval. Zhe-Ming Lu et al., (2006) proposed an image retrieval system based on rotation, scaling and translation invariant features, by performing the Log-Polar transformation on the image.

Saptadi Nugroho et al., (2011) proposed a rotation invariant indexing for images, using Zernike moments and the R–tree. The Zernike moments has a rotation invariant characteristic. The R–tree algorithm stores and searches the magnitude of the Zernike moments. Theo Gevers et al., (2004) proposed a robust histogram from photometric color invariants (invariant to illumination, shading, highlights and inter reflections) for object recognition. This method is robust under Gaussian noise.

6. Datasets Used

For performing experiments in the CBIR, many datasets are available. Many of the researchers used the COREL dataset (Yixin Chen, 2003, Ja-Hwung Su, 2011, Yu Ma et al., 2010), which contains natural scenery images. The Corel image database contains a large number of images of various contents, ranging from animals and outdoor sports to natural scenes. These images are pre-classified into different categories of size 100 by domain professionals. The Caltech dataset (Samuel Rota Bul et al., 2011, Felci Rajam. I et al., 2012) is a benchmark dataset, which contains natural images and it has 101 different object categories. The SIVAL (Spatially Independent, Variable Area, and Lighting) benchmark consists of 25 different objects, and 10 scenes. SIVAL emphasizes the task of localized CBIR through nearly identical scenes, which only vary by the localized target objects (Feng et al., 2010). The Vistex texture database (Raghu Krishnapuram et al., 2004, Imtnan-Ul-Haque et al., 2011), Outex database (Imtman-Ul-Haque et al., 2011), Brodatz texture database (Yu Ma et al., 2010), and Meastex (Najlae Idrissi et al., 2009) are the texture databases. ImageCLEFmed contains medical images. The MNIST, Pendigit, Optdigit and Statlog are databases containing handwritten characters and digits (Gjorgji Madzarov et al., 2009).

7. Performance measures

The performance of the CBIR system can be analyzed, using several performance metrics. Many of the CBIR systems use precision and recall as the
The precision metric for analyzing the performance(Rahman et al., 2007, Rahman et al., 2009, Hatice Cinar Akakin, 2012, Lining Zhang et al., 2012, Timothy Tian-Ming Zheng, 2010, Neetu Sharma, 2011, Ja-Hwung Su, 2011, WangXing-yuan et al., 2012, Mann-Jung Hsiao et al., 2010). The precision calculation is given in equation (43) and recall can be calculated using equation (44).

\[
\text{Precision} = \frac{\text{No. of relevant images retrieved}}{\text{Total No. of images retrieved}}
\]

\[
\text{Recall} = \frac{\text{No. of relevant images retrieved}}{\text{Total No. of relevant images in DB}}
\]

Accuracy percentage is also another metric to analyze the CBIR system. The accuracy of the system is calculated using equation (45).

\[
\text{Accuracy} \% = \frac{\sum_{i=1}^{t} q_i}{t} \times 100
\]

where \(q_i\) is 1 in equation (45), if the \(i^{th}\) query image has the correct resultant images; \(q_i = 0\), otherwise. \(T\) is the total number of query images in testing (Hatice Cinar Akakin, 2012, Neetu Sharma, 2011).

8. Comparison of the various works

This section summarizes the above mentioned components of the CBIR used in various recent papers. The main features of the CBIR that are used in the recent IEEE and other papers are summarized in the Table 1.

<table>
<thead>
<tr>
<th>Paper</th>
<th>Color Feature</th>
<th>Texture Feature</th>
<th>Shape Feature</th>
<th>Others</th>
<th>Data Set</th>
<th>Distance measures</th>
<th>Machine Learning</th>
<th>Accuracy</th>
<th>Invariance</th>
</tr>
</thead>
<tbody>
<tr>
<td>“Scale and Rotation Invariant Gabor Features for Texture Retrieval”, IEEE Conference DICTA, [Rahman M.H. et al., 2011]</td>
<td>--</td>
<td>Invariant Gabor Descriptor</td>
<td>--</td>
<td>--</td>
<td>Brodatz database</td>
<td>--</td>
<td>--</td>
<td>99.7%</td>
<td>T S R N</td>
</tr>
<tr>
<td>“Rotation Invariant Indexing For Image Using Zernike Moments and R-Tree”, TELKOMNIKA, 2011 [Lining et al., 2011]</td>
<td>--</td>
<td>--</td>
<td>Zernike moments</td>
<td>--</td>
<td>MRI images</td>
<td>Error tolerance distance</td>
<td>R-Tree Data Structure</td>
<td>95.2%</td>
<td>T S R N</td>
</tr>
<tr>
<td>“SRBIR”, Journal of Computer Science, [Felci Rajam et al., 2011a]</td>
<td>Color moments</td>
<td>GLCM</td>
<td>--</td>
<td>--</td>
<td>COREL dataset</td>
<td>Euclidean, Bhattacharya, Mahalanobis</td>
<td>SVM Binary Decision Tree</td>
<td>95.4%</td>
<td>T S R N</td>
</tr>
<tr>
<td>“QSVMBDT”, Springer CCIS 205, [Felci Rajam et al., 2011b]</td>
<td>Color moments</td>
<td>GLCM</td>
<td>Histogram of edge direction &amp; invariant moments</td>
<td>--</td>
<td>COREL dataset</td>
<td>Euclidean, Bhattacharya, Mahalanobis</td>
<td>SVM Binary Decision Tree</td>
<td>97.6%</td>
<td>T S R N</td>
</tr>
<tr>
<td>“Choice of a pertinent color space for color texture characterization”, Pattern Recognition, [Imtnan et al., 2011]</td>
<td>3D Color histogram</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>Vistex database, Outex database</td>
<td>Kullback-Leibler(KL) divergence</td>
<td>Parametric Spectral Analysis</td>
<td>95.8</td>
<td>T S R N</td>
</tr>
<tr>
<td>“Content-Based Microscopic Image Retrieval System for Multi-Image queries”, IEEE Trans on Info. Tech. in Biomedicine, [Hatice et al., 2012 ]</td>
<td>Color moments</td>
<td>Co-occurrence Histogram</td>
<td>--</td>
<td>--</td>
<td>Follicular Lymphoma, Neuroblastoma</td>
<td>correlation distance measure</td>
<td>SVM, Nearest neighbor search</td>
<td>93%</td>
<td>T S R N</td>
</tr>
<tr>
<td>“An effective method for color image retrieval based on texture”, Elsevier Computer Standards &amp;</td>
<td>--</td>
<td>Color co-occurrence matrix</td>
<td>--</td>
<td>--</td>
<td>Color images collected from</td>
<td>Normalized Euclidean distance</td>
<td>--</td>
<td>82.94%</td>
<td>T S R N</td>
</tr>
</tbody>
</table>


<table>
<thead>
<tr>
<th>Paper</th>
<th>Low level features</th>
<th>Data Set</th>
<th>Distance measures</th>
<th>Machine Learning</th>
<th>Accuracy</th>
<th>Invariance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Color Feature</td>
<td>Texture Feature</td>
<td>Shape Feature</td>
<td>Others</td>
<td></td>
<td>T   S    R    N</td>
</tr>
<tr>
<td>Interfaces, [WangXing - yuan, 2012].</td>
<td></td>
<td>public sources</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>“CBIR with Relevance Feedback using Random Walks”, Pattern Recognition, [Samuel et al., 2011].</td>
<td>Color histogram, Color histogram layout, color moments</td>
<td>GLCM</td>
<td>Global Scene (GIST)</td>
<td>Oliva dataset, Caltech dataset</td>
<td>1st norm</td>
<td>Random walk with relevance feedback</td>
</tr>
<tr>
<td>“Efficient Relevance Feedback for CBIR by Mining User Navigation Patterns”, IEEE Trans. on Knowledge and Data Engineering, [Ja-Hwung et al., 2011]</td>
<td>Color Layout, Color Structure</td>
<td>Homogeneous Texture</td>
<td>Edge Histogram, Region Shape</td>
<td>COREL database</td>
<td>Weighted KNN search</td>
<td>Navigation Pattern based Relevance Feedback</td>
</tr>
<tr>
<td>“Texture feature extraction method for scale and rotation invariant image retrieval”, Electronics Letters, [Rahman M.H. et al., 2012].</td>
<td>--</td>
<td>invariant Gabor Descriptor</td>
<td>--</td>
<td>Brodatz texture database, Food database</td>
<td>Canberra distance</td>
<td>--</td>
</tr>
<tr>
<td>“Fast Semantic Diffusion for Large-Scale Context-Based Image and Video Annotation”, IEEE Trans. on Image Processing, [Yu-Gang et al., 2012].</td>
<td>Grid based color moments</td>
<td>Wavelet Texture</td>
<td>Bag of visual words</td>
<td>NUS-WIDE TRECVID</td>
<td>--</td>
<td>Semantic graph</td>
</tr>
<tr>
<td>“Parallel Implementation of Shape based Image Retrieval approach”, IJCA Special Issue on “Novel Aspects of DIA”, [Kuldeep et al., 2011].</td>
<td>--</td>
<td>--</td>
<td>DCT method to extract DC and AC coefficients</td>
<td>--</td>
<td>Euclidean Distance</td>
<td>Parallel implementation feature extraction and feature matching.</td>
</tr>
<tr>
<td>“Region-based image retrieval using the semantic cluster matrix and adaptive learning”, IJCSE, [Felci et al., 2012].</td>
<td>Color moments</td>
<td>GLCM</td>
<td>7 invariant moments</td>
<td>Caltech</td>
<td>Euclidean, Bhattacharya, Mahalanobis</td>
<td>SVM-BDT, SCM</td>
</tr>
</tbody>
</table>

9. Conclusion

This paper discusses the various methodologies used for extracting the salient low level features and various distance measures to find the similarity between images. Also, this paper provides a detailed review of the works carried out, in reducing the semantic gap between the low level features and the high level semantic concepts. A discussion of invariant image retrieval under various geometric transformations is also made. The various datasets and the performance measures used in analyzing the efficiency of CBIR systems are also presented. From the above survey, it is concluded that for efficient and invariant image retrieval, low level features invariant to geometric transformations, and robust under various types of noises are needed. Based on the current trends, the open research issues include algorithms for feature extraction, that are robust under various geometric transformations, noise and various lighting conditions, recognizing the semantic concepts present in the image, automatic segmentation of the different semantic concepts in the image, effective learning of the high level semantic concepts, etc. To obtain an efficient CBIR framework, one must choose the components of the CBIR in a balanced manner, and this paper helps in analyzing all the components of the CBIR framework.
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