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1- Introduction: 
We consider the following linear system:  

퐴푋 = 푏,                    (1) 

where 퐴 ∈ 푅 × , 푏 ∈ 푅  are given and 푥 ∈ 푅  is 
unknown. For simplicity, let 퐴 = 퐼 − 퐿 − 푈, where I 
is the identity matrix, L and U are strictly lower and 
strictly upper triangular matrices, respectively. 

Now, consider a preconditioned system of (1): 

푃퐴푋 = 푝푏,  (2) 

where 푃 is a non-singular matrix. To effectively solve 
the preconditioned linear system (2), a variety of 
preconditioners have been proposed by several 
authors [1 − 8,11] and the references therein. The 
preconditioning effect is not observed on the last row 
of matrix A. For example, the preconditioner 푃 =
퐼 + 푈 In [11] where U is a strictly upper triangular 
part of –A.  

In 2009, Zheng et al. [4] proposed the following two 
preconditioners: 

푃 = 퐼 + 푆 + 푅  (3) 

and 

푃 = 퐼 + 푆 + 푅 (4) 

where 

푆 =
−푎 ,

0,
,…, , ;

 ,
�  

퐾 = 푚푖푛 푗|푚푎푥| 푎 , 푖 < 푛   

and 

(푅 ) , =
−푎 ,

0,
�        푖 = 푛, 푗 = 퐾

푂푡ℎ푒푟 푊푖푠푒   

with 퐾 = 푚푖푛 푗 푎 , = 푚푎푥{ 푎 , , 푙 = 1, … , 푛 −

1}    

and  

(푅) , =
−푎 ,

0,
� 푖 = 푛, 1 ≤ 푗 ≤ 푛 − 1,

푂푡ℎ푒푟 푊푖푠푒   

The comparison result between the preconditioners 
푃  with 푃  [4] shows that the preconditioner 푃  is 
better than 푃  for solving the preconditioned linear 
system (2).   

In this paper, we propose the following a 
preconditioner: 
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푃 = (퐼 + 푈 + 푅)

=
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⋮
⋮
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1
⋱
⋱

−푎

−푎
−푎

⋱
⋱
…

…
…
⋱
⋱

−푎

−푎
−푎

⋮
−푎

1 ⎠

⎟
⎞

 

Then AU can be written as follows: 

퐴푈 = (퐼 + 푈 + 푅)퐴   

       = 퐼 − 퐿 − 푈 + 푈 − 푈퐿 − 푈 + 푅 − 푅퐿 − 푅푈 =
푀 − 푁 ,  

where 

푀 = 퐼 − 퐷 − 퐿 − 퐸 + 푅 − 퐷 − 퐸 , 푁 = 퐹 + 푈   

and D, E and F are the diagonal, strictly lower 
triangular and strictly upper triangular parts of UL, 
while 퐷 and 퐸 are the diagonal, strictly lower 
triangular parts of 푅(퐿 + 푈), respectively. If 푀  is 
nonsingular, the MGS iterative matrix is 푇 =
푀 푁 . 

 

2- Preliminaries: 

 

In this section, we present some notation, definitions 
and lemmas.  

For 퐴 = 푎 , , 퐵 = (푏 , ) ∈ 푅 × , we write 퐴 ≥ 퐵 if 
푎 , ≥ 푏 ,  holds for all 푖, 푗 = 1,2, … , 푛. Calling A 
nonnegative if 퐴 ≥ 0(푎 , ≥ 0; 푖, 푗 = 1,2, … , 푛). 휌(. ) 
denotes the spectral radius of a matrix.  

퐷푒푓푖푛푖푡푖표푛 2.1. A matrix A is a L-matrix if 푎 , >
0; 푖 = 푗 = 1, … , 푛 and 푎 , ≤ 0 for all 푖, 푗 =
1,2, … , 푛; 푖 ≠ 푗. A nonsingular L-matrix A is a 
nonsingular M-matrix if 퐴 ≥ 0. 

퐷푒푓푖푛푖푡푖표푛 2.2. Let A be a real matrix. Then 

퐴 = 푀 − 푁 

is called a splitting of A if M is a nonsingular matrix. 
The splitting is called 

(a) regular if 푀 ≥ 0 and 푁 ≥ 0; 

(b) weak regular if 푀 ≥ 0 and 푀 푁 ≥ 0; 

(c) nonnegative if 푀 푁 ≥ 0 ; 

(d) M-splitting if M is a nonsingular M-matrix and 
푁 ≥ 0. 

퐿푒푚푚푎 2.1 ([14)]. Let  퐴 ∈ 푅 ×  be nonnegative 
푛 × 푛 matrix. Then  

(a) A has a positive real eigenvalue equal to its 
spectral radius 휌(퐴) ; 

(b) for (퐴) , there corresponds an eigenvector 푋 > 0 ; 

(c) 휌(퐴) is a simple eigenvalue of A ; 

(d) 휌(퐴) increases when any entry of A increases. 

퐷푒푓푖푛푖푡푖표푛 2.3. We call 퐴 = 푀 − 푁 the Gauss-Seidel 
splitting of A, if 푀 = (퐼 − 퐿) is nonsingular and  푁 =  
. In addition , the splitting is called  

(a) Gauss-Seidel convergent if (푀 푁) < 1 ; 

(b) Gauss-Seidel regular if 푀 = (1 − 퐿) ≥ 0 and 
푁 = 푈 ≥ 0. 

퐿푒푚푚푎 2.2 ([17]). 퐴 = 푀 − 푁 be an M-splitting of 
A. Then 휌(푀 푁) < 1 if and only if A is a 
nonsingular M-matrix. 

퐿푒푚푚푎 2.3 ([15]). Let A and B be 푛 × 푛 matrices. 
Then AB and BA have the same eigenvalues, 
counting multiplicity. 

퐿푒푚푚푎 2.4([10]). Let A be a nonsingular M-matrix, 
and let  

퐴 = 푀 − 푁 = 푀 − 푁  be two convergent splitting, 
the first one weak regular and the second one regular. 
If 푀 ≥ 푀  , then  

휌(푀 푁 ) ≤ 휌(푀 푁 ) < 1.    

 

3. Comparison Theorems 

 

In this section, we compare such MGS method with 
the classical Gauss-Seidel method and the MGS 
method with the preconditioner 푃 = 퐼 + 푈 ([11]), 
respectively. 

To prove the theorems, we need some results. 

We firstly prove that 퐴 = 푀 − 푁  and 퐴 =
푀 − 푁  are both regular and Gauss-Seidel 
convergent splitting. 
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For the preconditioner 푃 = 퐼 + 푈 the 
preconditioned matrix 퐴 = (퐼 + 푈)퐴 can be written 
as 

퐴 = 푀 + 푁 = (퐼 − 퐷 − 퐿 − 퐸) − (퐹 + 푈 ). 

In which D, E and F are defined as in section1. 
Hence, if ∑ 푎 , 푎 , ≠ 1(푖 = 1,2, … , 푛 − 1) , 
Then, the MGS iterative matrix 푇  for 퐴  can be 
defined by  

푇 = 푀 푁 = (퐼 − 퐷 − 퐿 − 퐸) (퐹 + 푈 )  

as (퐼 − 퐷 − 퐿 − 퐸)  exists. There is the following 
result: 

퐿푒푚푚푎 3.1. Let 퐴 = 퐼 − 퐿 − 푈 be a nonsingular M-
matrix. Assume that 0 ≤ ∑ 푎 , 푎 , < 1,1 ≤ 푖 ≤
푛 − 1. Then 퐴 = 푀 − 푁  is regular and Gauss-
Seidel convergent. 

푃푟표표푓. We observe that when 0 ≤ ∑ 푎 , 푎 , <
1,1 ≤ 푖 ≤ 푛 − 1 , the diagonal elements of 퐴  are 
positive and 푀  exists. It is known that (see ([18]) 
an L-matrix A is a nonsingular M-matrix if and only if 
there exists a positive vector y such that 퐴푦 > 0. By 
taking such y, the fact that 퐼 + 푈 ≥ 0 implies퐴 푦 =
(퐼 + 푈)퐴푦 > 0. Consequently, the L-matrix  퐴  is a 
nonsingular M-matrix which means퐴 ≥ 0. Since 
0 ≤ ∑ 푎 , 푎 , < 1 we have (퐼 − 퐷) ≥ 퐼.   

As strictly lower triangular matrix 퐿 + 퐸 has 
nonnegative elements, by Neumann’s series, the 
following inequality holds: 

푀 = [퐼 + (퐼 − 퐷) (퐿 + 퐸) + {(퐼 − 퐷) (퐿 +
퐸)} + ⋯  

             +{(퐼 − 퐷) (퐿 + 퐸)} ](퐼 − 퐷) ≥ 0    

On the other hand, it is easy to see that 푁 = 퐹 +
푈 ≥ 0 .Thus, 

 퐴 = 푀 − 푁  is a regular and Gauss-Seidel 
convergent splitting by Definition 2.3 And Lemma 
2.2.                ■ 

푇ℎ푒표푟푒푚 3.2. Let A be a nonsingular M-matrix, 
assume that 0 ≤ ∑ 푎 , 푎 , < 1,1 ≤ 푖 ≤ 푛 − 1 
and0 ≤ ∑ 푎 , 푎 , < 1, then 퐴 = 푀 − 푁   is 
regular and Gauss-Seidel convergent splitting. 

푃푟표표푓. We observe that when 0 ≤ ∑ 푎 , 푎 , <
1,1 ≤ 푖 ≤ 푛 − 1 and 0 ≤ ∑ 푎 , 푎 , < 1 , the 

diagonal elements of 퐴  are positive and 푀  exists. 
Similar to the proof of Theorem 3.1, We can show 
that  

퐴 = (퐼 + 푈 + 푅)퐴  is a nonsingular M-matrix when 
A is a nonsingular M-matrix. Thus, 퐴 ≥ 0 . When 
0 ≤ ∑ 푎 , 푎 , < 1,1 ≤ 푖 ≤ 푛 − 1 and 0 ≤
∑ 푎 , 푎 , < 1 , we have 퐷 + 퐷 < 퐼 , so that 

(퐼 − 퐷 − 퐷) ≥ 0. Hence, 

푀 = [ 퐼 − 퐷 − 퐷 − 퐿 − 푅 + 퐸 + 퐸 ]     

         = [퐼 − 퐼 − 퐷 − 퐷 퐿 − 푅 + 퐸 +

퐸)] 퐼 − 퐷 − 퐷   

        = {퐼 + 퐼 − 퐷 − 퐷 퐿 − 푅 + 퐸 + 퐸 +  

        [ 퐼 − 퐷 − 퐷 퐿 − 푅 + 퐸 + 퐸 ] + ⋯  

       +[퐼 − 퐼 − 퐷 − 퐷 퐿 − 푅 + 퐸 +

퐸)] } 퐼 − 퐷 − 퐷 ≥ 0  

It is easy to see that 푁 = 퐹 + 푈 ≥ 0. 

Therefore, 퐴 = 푀 − 푁  is a regular and Gauss-
Seidel convergent splitting by Definition 2.3 And 
Lemma 2.2.             ■ 

푇ℎ푒표푟푒푚 3.3. Let A be a nonsingular M-matrix. Then 
under the assumptions of Theorem 3.2, the following 
inequality holds: 

휌(푇 ) ≤ 휌(푇) < 1  

where, 푇 = (퐼 − 퐿)  U is the iterative matrix of the 
classical Gauss-Seidel method for 퐴 = 퐼 − 퐿 − 푈. 

푃푟표표푓. Since 퐴 is a nonsingular M-matrix, the classic 
Gauss-Seidel splitting 퐴 = (퐼 − 퐿) − 푈 of A is clearly 
regular and convergent. 

For 푀 = 퐼 − 퐷 − 퐿 − 퐸 + 푅 − 퐷 − 퐸 and 푁 =
퐹 + 푈  by Theorem 3.2 we know that 퐴 = 푀 − 푁  
is a Gauss-Seidel convergent splitting. 

To compare 휌(푇 ) with (푇) , we have  

퐴 = (퐼 + 푈 + 푅) 푀 − (퐼 + 푈 + 푅) 푁 .  
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If we take 푀 = (퐼 + 푈 + 푅) 푀  and 푁 =
(퐼 + 푈 + 푅) 푁  , then 휌(푀 푁 ) < 1 since 
푀 푁 = 푀 푁 . Also, we have 

푀 = 푀 (퐼 + 푈 + 푅)   

          = (퐼 − 퐷 − 퐿 − 퐸 + 푅 − 퐷 − 퐸) (퐼 + 푈 + 푅)    

         ≥ (퐼 − 퐷 − 퐿 − 퐸 + 푅 − 퐷 − 퐸)   

         = [ 퐼 − 퐼 − 퐷 − 퐷 퐿 − 푅 + 퐸 +

퐸)] 퐼 − 퐷 − 퐷   

         ≥ [ 퐼 − 퐼 − 퐷 − 퐷 퐿 − 푅 + 퐸 + 퐸 ]   

          ≥ (퐼 − 퐿) , 

If follows from Lemma 2.4 that 휌(푀 푁 ) ≤
휌(푀 푁) < 1. Hence,  

휌(푀 푁 ) ≤ 휌(푀 푁) < 1 , i.e., 휌(푇 ) ≤ 휌(푇) <
1. 

Next, we give a comparison theorem between the 
MGS method with the preconditioners 푷푼 and 푷푼ퟏ, 
respectively. 

푻풉풆풐풓풆풎 ퟑ. ퟒ. Let A be a nonsingular M-matrix. 
Then under the assumptions of Theorem ퟑ. ퟐ and   
풂풏,풋 ∑ 풂풏,풌풂풌,풏 ≤ ∑ 풂풏,풌풂풌,풋,   ퟏ ≤ 풋 ≤ 풏 − ퟏ풏 ퟏ

풌 ퟏ
풏 ퟏ
풌 ퟏ  , 

we have 

흆(푻푼) ≤ 흆 푻푼ퟏ < ퟏ 

푷풓풐풐풇. For the matrices 푴푼ퟏ , 푴푼 , 푵푼ퟏ and 푵푼 in 
the splitting of matrices 푷푼ퟏ푨 = 푴푼ퟏ − 푵푼ퟏ  and 
푷푼푨 = 푴푼 − 푵푼, they can be expressed in the 
partitioned forms as follows:   

푴푼ퟏ = 푰 − 푫 − 푳 − 푬 = 푴
풖푻

ퟎ
ퟏ  ,  

푴푼 = 푴푼ퟏ + 푹푨 = 푴
푽푻

ퟎ
풗풏

 , 

푵푼 = 푵푼ퟏ = 푵
ퟎ

푾
ퟎ  , 

where  

푴 = (풎풊,풋) 
,풎풊,풋 =

 ퟎ,
ퟏ − ∑ 풂풊,풌풂풌,풊

풏
풌 풊 ퟏ ,

풂풊,풋 − ∑ 풂풊,풌풂풌,풋,풏
풌 풊 ퟏ

�
ퟏ ≤ 풊 < 푗 ≤ 푛 − 1,

풊 = 풋,
푗 < 푖 ≤ 푛 − 1,

  

풖푻 = 풂풏,ퟏ, … , 풂풏,풏 ퟏ ,  

푽푻 = (흂ퟏ, … , 흂풏 ퟏ)  

흂풋 = 풂풏,풋 − ∑ 풂풏,풌풂풌,풋
풏 ퟏ
풌 ퟏ (ퟏ ≤ 풋 ≤ 풏 − ퟏ)  

흂풏 = ퟏ − ∑ 풂풏,풌풂풌,풏
풏 ퟏ
풌 ퟏ   

푾 = (흎ퟏ, … , 흎풏 ퟏ)푻  

흎풊 = −풂풊, + ∑ 풂풊,풌풂풌,풏
풏
풌 풊 ퟏ (ퟏ ≤ 풊 ≤ 풏 − ퟏ)  

and 푵 ≥ ퟎ is an (풏 − ퟏ)  × (풏 − ퟏ) strictly upper 
triangular matrix. 

  Direct computation yields  

푴푼ퟏ
ퟏ = 푴 ퟏ

풖푻푴 ퟏ
ퟎ
ퟏ  and   

푴푼
ퟏ =

푴 ퟏ

−흂풏 푽푻푴 ퟏ
ퟎ

흂풏
ퟏ  

therefore , 

푵푼ퟏ푴푼ퟏ
ퟏ = 푻푼ퟏ

ퟎ
푾
ퟎ ≥ ퟎ 

and 

푵푼푴푼
ퟏ = 푻푼

ퟎ
흂풏

ퟏ푾
ퟎ

≥ ퟎ 

where 푻푼ퟏ = 푵푴 ퟏ − 푾풖푻푴 ퟏ and 푻푼 = 푵푴 ퟏ −
푾흂풏

ퟏ푽푻푴 ퟏ. Since both the lower-right corner of 
푵푼푴푼

ퟏ and 푵푼ퟏ푴푼ퟏ
ퟏ have zeros, 흆(푵푼푴푼

ퟏ) and 
흆(푵푼ퟏ푴푼ퟏ

ퟏ) exist in 푻푼 and 푻푼ퟏ , respectively. That 
is, 흆(푵푼푴푼

ퟏ) = 흆(푻푼) and 흆 푵푼ퟏ푴푼ퟏ
ퟏ = 흆(푻푼ퟏ). 

By simple computation, we know that 푻푼 ≤ 푻푼ퟏ 
under the assumption 풂풏,풋 − ∑ 풂풏,풌풂풌,풏

풏 ퟏ
풌 ퟏ ≤

∑ 풂풏,풌풂풌,풋
풏 ퟏ
풌 ퟏ  , ퟏ ≤ 풋 ≤ 풏 − ퟏ. Hence by Lemma ퟐ. ퟏ 

, we have      

흆(푵푼푴푼
ퟏ) = 흆(푻푼) ≤ 흆 푻푼ퟏ = 흆 푵푼ퟏ푴푼ퟏ

ퟏ . 

Therefore , by Lemma ퟐ. ퟑ we immediately know that  

흆(푴푼
ퟏ푵푼) = 흆(푵푼푴푼

ퟏ) ≤ 흆 푵푼ퟏ푴푼ퟏ
ퟏ =

흆 푴푼ퟏ
ퟏ푵푼ퟏ  , which means that 흆(푻푼) ≤ 흆 푻푼ퟏ . 

 

4. Comparison Theorems 
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In this section, we discuss a comparison with 푷푼 and 
푷푹. The comparison result show that the 
preconditioner 푷푼 is better than 푷푹 for sloving the 
preconditioned linear system (ퟐ).   

푻풉풆풐풓풆풎 ퟒ. ퟏ. Let 푨 be a nonsingular M-matrix. If 
ퟎ ≤ ∑ 풂풊,풌풂풌,풊

풏
풌 풊 ퟏ < ퟏ, ퟏ ≤ 풊 ≤ 풏 − ퟏ and ퟎ ≤

∑ 풂풏,풌풂풌,풏
풏 ퟏ
풌 ퟏ < 1 and ퟎ ≤ 풂풊,풌풊 풂풌풊,풊 < 1, ퟏ ≤ 푖 ≤

풏 − ퟏ , then  흆(푻푼) ≤ 흆(푻푹) < ퟏ  

푷풓풐풐풇. For 푴푼 = 푰 − 푫 − 푳 − 푬 + 푹 − 푫 − 푬 and 
푵푼 = 푭 + 푼ퟐ by  Theorem ퟑ. ퟐ we know that 
푨푼 = 푷푼푨 = 푴푼 − 푵푼 is a Gauss-Seidal convergent 
splitting. For 푴푹 = 푰 − 푫 − 푳 − 푬 + 푹 − 푫 − 푬 and  
푵푹 = 푼 − 푺풎풂풙 + 푭 + 푺풎풂풙푼 that 푫, 푬 and 푭 are 
respectivly the diagonal, strictly lower triangular and 
strictly upper triangular parts of 푺풎풂풙푳 , and 푫 and 푬 
are the diagonal, strictly lower triangular parts of 
푹(푳 + 푼) , respaectivly. From [ퟒ] we know that 
푨푹 = 푷푹푨 = 푴푹 − 푵푹 is a Gauss-Seidel convergant 
splitting. To compare 흆(푻푼) with 흆(푻푹), we consider 
the following splitting of A: 

푨푼 = 푷푼푨 = 푴푼 − 푵푼  

(푰 + 푼 + 푹)푨 = 푴푼 − 푵푼  

푨 = (푰 + 푼 + 푹) ퟏ푴푼 − (푰 + 푼 + 푹) ퟏ푵푼  

that we take 푴ퟏ = (푰 + 푼 + 푹) ퟏ푴푼  and  푵ퟏ =
(푰 + 푼 + 푹) ퟏ푵푼  

and   

 푨푹 = 푷푹푨 = 푴푹 − 푵푹  

(푰 + 푺풎풂풙 + 푹)푨 = 푴푹 − 푵푹  

푨 = (푰 + 푺풎풂풙 + 푹) ퟏ푴푹 − (푰 + 푺풎풂풙 + 푹) ퟏ푵푹  

If we take 푴ퟐ = (푰 + 푺풎풂풙 + 푹) ퟏ푴푹 and 푵ퟐ =
(푰 + 푺풎풂풙 + 푹) ퟏ푵푹 , then 흆(푴ퟏ

ퟏ푵ퟏ) < ퟏ and 
흆(푴ퟐ

ퟏ푵ퟐ) < ퟏ since 푴푼
ퟏ푵푼 = 푴ퟏ

ퟏ푵ퟏ and 
푴푹

ퟏ푵푹 = 푴ퟐ
ퟏ푵ퟐ. 

Then 푨 = 푴ퟏ − 푵ퟏ = 푴ퟐ − 푵ퟐ are two convergant 
splittings. 

Since matrices 푳, 푫, 푫, 푬, 푬, 푹, 푫 and 푬 are positive 
and 푫 ≥ 푫 and 푬 ≥ 푬 , we have −푫 ≤ −푫 and 
−푬 ≤ −푬. Then the following inequality holds: 

푰 − 푫 − 푳 − 푬 ≤ 푰 − 푫 − 푳 − 푬 

and we have: 

푰 − 푫 − 푳 − 푬 + 푹 − 푫 − 푬 ≤ 푰 − 푫 − 푳 − 푬 + 푹 −
푫 − 푬.   

Therefore 

(푰 − 푫 − 푳 − 푬 + 푹 − 푫 − 푬) ퟏ ≥ (푰 − 푫 − 푳 −
푬 + 푹 − 푫 − 푬) ퟏ  

Also, 푷푼 = 푰 + 푼 + 푹 and 푷푹 = 푰 + 푺풎풂풙 + 푹 are 
positive matrices and we have  

푰 + 푼 + 푹 ≥ 푰 + 푺풎풂풙 + 푹                            (ퟔ) 

from (ퟓ) and (ퟔ) the following relation holds: 

(푰 − 푫 − 푳 − 푬 + 푹 − 푫 − 푬) ퟏ(푰 + 푼 + 푹)  

≥ (푰 − 푫 − 푳 − 푬 + 푹 − 푫 − 푬) ퟏ(푰 + 푺풎풂풙 + 푹)  

and we know that  

푴ퟏ
ퟏ = (푰 − 푫 − 푳 − 푬 + 푹 − 푫 − 푬) ퟏ(푰 + 푼 + 푹)  

and  

푴ퟐ
ퟏ = (푰 − 푫 − 푳 − 푬 + 푹 − 푫 − 푬) ퟏ(푰 + 푺풎풂풙 +

푹)  

Then, from (ퟕ), 푴ퟏ
ퟏ ≥ 푴ퟐ

ퟏ it follows from Lemma 
ퟐ. ퟒ that  

흆(푴ퟏ
ퟏ푵ퟏ) ≤ 흆(푴ퟐ

ퟏ푵ퟐ) < ퟏ. Hence, (푴푼
ퟏ푵푼) ≤

흆(푴푹
ퟏ푵푹) < ퟏ , i.e., 흆(푻푼) ≤ 흆(푻푹) < ퟏ.                 

■  

 

5. Numerical Examples    

 

푬풙풂풎풑풍풆 ퟓ. ퟏ. Consider the following matrix, 

푨 =

⎝

⎜
⎛

ퟏ
−ퟎ. ퟏ
−ퟎ. ퟐ
−ퟎ. ퟐ
−ퟎ. ퟏ

   

−ퟎ. ퟐ
ퟏ

−ퟎ. ퟏ
−ퟎ. ퟏ
−ퟎ. ퟐ

  

−ퟎ. ퟑ
−ퟎ. ퟏ

  ퟏ
−ퟎ. ퟏ
−ퟎ. ퟐ

−ퟎ. ퟏ
−ퟎ. ퟑ
  −ퟎ. ퟏ

ퟏ
−ퟎ. ퟏ

−ퟎ. ퟐ
−ퟎ. ퟏ
  −ퟎ. ퟐ
−ퟎ. ퟑ

ퟏ ⎠

⎟
⎞

 

by computation, we have 

흆(푴 ퟏ푵) = ퟎ. ퟒퟔퟎퟕퟕퟗ > 휌(푴푼
ퟏ푵푼) = ퟎ. ퟏퟓퟔퟗퟓퟔ 

and  

흆 푴푼ퟏ
ퟏ푵푼ퟏ = ퟎ. ퟏퟖퟔퟎퟎퟕ > 휌(푴푼

ퟏ푵푼) =
ퟎ. ퟏퟓퟔퟗퟓퟔ and 
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흆(푴푹
ퟏ푵푹) = ퟎ. ퟐퟓퟕퟐퟓퟏ > 휌(푴푼

ퟏ푵푼) =
ퟎ. ퟏퟓퟔퟗퟓퟔ.  

푬풙풂풎풑풍풆 ퟓ. ퟐ. Let the coefficient matrix A given by 

푨 =

⎝

⎜
⎜
⎜
⎜
⎜
⎛

ퟏ
−ퟎ. ퟏ
−ퟎ. ퟏ

ퟎ
−ퟎ. ퟐ
−ퟎ. ퟏ
−ퟎ. ퟐ
−ퟎ. ퟏ

ퟎ

ퟎ
ퟏ

   − ퟎ. ퟐ
−ퟎ. ퟏ

ퟎ
ퟎ

−ퟎ. ퟐ
ퟎ
ퟎ

−ퟎ. ퟏ
ퟎ
ퟏ

−ퟎ. ퟏ
−ퟎ. ퟏ

ퟎ
ퟎ
ퟎ

−ퟎ. ퟏ

−ퟎ. ퟐ
ퟎ
ퟎ
ퟏ
ퟎ

−ퟎ. ퟏ
−ퟎ. ퟏ
−ퟎ. ퟐ
−ퟎ. ퟐ

ퟎ
−ퟎ. ퟑ
−ퟎ. ퟏ

ퟎ
ퟏ
ퟎ
ퟎ

−ퟎ. ퟐ
ퟎ

ퟎ
−ퟎ. ퟏ

ퟎ
−ퟎ. ퟏ

ퟎ
ퟏ
ퟎ

−ퟎ. ퟏ
ퟎ

−ퟎ. ퟒ
−ퟎ. ퟏ
−ퟎ. ퟑ
  −ퟎ. ퟒ
−ퟎ. ퟒ
−ퟎ. ퟑ

ퟏ
ퟎ

−ퟎ. ퟏ

−ퟎ. ퟏ
ퟎ
ퟎ
ퟎ

  −ퟎ. ퟏ
ퟎ

−ퟎ. ퟐ
ퟏ

−ퟎ. ퟑ

−ퟎ. ퟏ
−ퟎ. ퟐ

ퟎ
−ퟎ. ퟏ
−ퟎ. ퟏ
−ퟎ. ퟐ
−0. ퟏ
−ퟎ. ퟑ

ퟏ ⎠

⎟
⎟
⎟
⎟
⎟
⎞

   

Obviously, from numerical results, we have 흆(푻푼) ≤
흆(푻푹) and  

흆(푻푼) ≤ 흆 푻푼ퟏ ≤ 흆(푻), we have 흆(푻푼) = 
0.414255   , 흆(푻푹)=0.478073  ,             흆 푻푼ퟏ = 
0.421223  and 흆(푻) = 0.670704 .                             . 
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